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4.0 SPECIFICATION TREE 

The hierarchy of specifications defined in Table 4-1 represents the flow 
down of contract technical specification requirements from the Space Station 
Program Definition and Requirements Document (JSC 30000), to the specifications 
prepared in support of the acquisition (design, performance, testing, 
procurement, and delivery) phase, for the Space Station Electric Power System 
(EPS) . 

Rocketdyne plans to generate a system level specification for the EPS in 
order to facilitate the usage, accountability, and tracking of overall system 
1 eve1 requi rements. 

Five contract end item (CEI) specifications will be generated as shown in 
Table 4-1. These specifications establish the technical program requirements 
baseline for the five contract end items which make up the EPS. 

Prime Item Development/Procurement specifications will be prepared to 
specify the requirements for qualification, production, quality control, 
acceptance verification, and preparation for delivery of assemblies, ORUs, and 
components, as appropriate. 

Manufacturing process specifications and 1 ong 1 ead materi a1 procurement 
specifications will be prepared to support manufacturing operations and 
schedules. Assembly, checkout and startup specifications will be prepared as 
required to support engineering, test, manufacturing, quality assurance, 
delivery, and operational requirements. Operation and maintenance manuals will 
be prepared as required by contract. 

An analysis of the ORUs making up each CEI has been performed and is 
reflected in the Space Station EPS Drawing Tree shown in Figure 4-1 (sheets 1 
through 10). Preliminary make or buy information is given for each block and 
those blocks requiring a specification are identified by an " S "  designation 
near the lower right hand corner. Note that specifications are planned at a 
variety of hardware levels (i .e., assembly, ORU, component) depending upon the 
specific make or buy determination of each assembly and its ORUs/components. 
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Dotted lines within a solid block indicate that the item will be developed 
within another CEI, but will also be used within the CEI indicated. Dotted 
lines alone indicate that the item will be developed within the same CEI, but 
is used in more than one place. In these cases only one specification will be 
prepared. 

Software requirements will be included in the CEI and Prime Item 
Devel opment/Procurement speci f i cati ons as appl i cab1 e. F1 i ght support and 
ground support equipment items are shown for the Photovoltaic (PV), Solar 
Dynamic ( S O ) ,  and PMAD subsystems. 
support equipment items will be prepared as required. 

Specifications for flight and ground 

TABLE 4-1 

Hierarchy O f  Specifications 
For Space Station EPS 

Proclram Level 

System Level 
(MIL-STD 490A Type A Format) 

Contract End Item (CEI) Level 
MIL-STD 490A Type B Format) 

Prime Item DeveloDment/Procurement 
Level 
(MIL-STD 490A Type B1 Format) 

Space Station Program Definition 
and Requirements Document 
JSC 30000. 

System Specification for the Space 
Station Electric Power System. 

Specifications for the design, 
performance, environment, 
interfaces and verification for 
each of the five contract end 
i tems: 

1) Station PV Module 
2) Station SD Module 
3) Station PMAD Subsystem 
4) Platform PV Subsystem 
5) P1 atform PMAD Subsystem. 

Specifications for the production, 
qual i f i cat i on, qual i ty control , 
verification, and preparation for 
del ivery of assembl ies, ORUs, and 
components within each of the five 
contract end items. (See Figure 
4-1). 
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Software Develooment And 
Procurement 
(MIL-STD 490A, Type B5/C5 Format) 

SuDDort EauiDment 
(MIL-.STD 490A, Optional Format) 

Manufacturinq Processes 
(MIL-STD 490A, Type D Format) 

Materi a1 Procurement 
(MIL-STD 490A, Type E Format) 

Software devel opment/procurement 
specifications as appendices to the 
Prime Item Development/Procurement 
speci f i cat i ons . 
Ground support equipment (GSE) and 
fl ight support equipment (FSE) 
procurement specifications as 
required to support system and 
subsystem requirements.. 

Process specifications as required 
to define equipment, materials, and 
manufacturing processing 
requirements. 

Material specifications for the 
fabrication of make items to 
specify the functional, physical, 
chemical, electrical, and 
mechanical requirements of materi a1 
being procured. 

Assembl v. Checkout and Start-UD Specifications or procedures to 
(Optional Format) form the basis for assembly, 

operations checkout and 
maintenance. 

Ooeration and Maintenance 
(Format to be determined by Contract) 

Operations and maintenance manuals 
in accordance with contract 
requirements. 
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5.0 SYSTEMS TEST AND VERIFICATION PLAN 
WORK PACKAGE LEVEL INTERFACE APPROACH 

5.1 INTRODUCTION 

Submittal requirements for the "System Test and Verification Plan", specify 
that only interfaces between work packages at the subsystem level be included. 
Therefore, the plan has been structured to focus upon this specific facet of 
the overall test and verification process. 
interfaces are shown in Figure 5-1. 

The solar power module physical 

The inclusion of test and verification (T & V )  considerations early in the 
design and development process is an important measure in assuring the ultimate 
success of the Space Station program. Verification activities planned by 
Rocketdyne will begin at the individual piece part and component level and 
progress to subassemblies, assemblies, subsystems, and finally integrated 
systems. 

Section 5.2 traces the origins and status of the Rocketdyne verification 
planning effort and provides an overview of Space Station program interactions. 

Section 5.3 outlines the work package level interfaces between the Electric 
Power System (EPS) and the other Space Station work packages. 
are interfaces with other key program elements including ground support 
equipment (GSE), the NSTS, and the Space Station crew. 
physical and functional nature, and hardware and software, are discussed. 

Also considered 

Interfaces o f  bo th  a 

physical, functional, and software interfaces. 
control document (ICD) , formal ized plans, and master gauges are 
this section as well as the use of process simulators for funct 
software interface verification. 

The use of the 
Section 5.4 contains Rocketdyne's planned approach to verification of 

nterf ace 
emphasized in 
onal and 
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The section also reviews Rocketdyne's preliminary analyses in a number of 
areas, as they relate to work package level interface verification. Other 
subjects covered in this section include the use of simulators, ground vs. 
on-orbit verification, the prototype vs. protoflight approach, growth interface 
verification, and the use of built-in test equipment (BITE). A process flow 
diagram is given for the T & V activities on each EPS subsystem. ' 

5 . 2  VERIFICATION PROGRAM OVERVIEW 

The verification of interface design and functional requirements will be 
the result of synthesizing data from two primary sources; Combined Elements and 
Integrated Systems (CE&IS) generated requirements and WP-04 generated 
requirements. All requirements will be evaluated and assigned to one (or more) 
of the Phase C/D program verification processes as shown in Figure 5 - 2 .  
Additional analysis will be performed to assign verification levels, program 
phase re1 ationship, inter-work package support requirements, certification 
requirements, etc. These will form the basis for writing detailed WP-04 
verification plans. 

5 . 2 . 1  Verification Reaui rements 

A major portion of the external-to-WP-04 system interface verification 
effort will be performed under the auspices of the CE&IS verification process. 

Combined Elements and Integrated Systems verification is the verification 
of the program requirements from the following sources: 

Space Station Program Definition and Requirements (PDRD), JSC-30000, 
Section 3, Space Station Systems Requirements 

Program Level ACDs 

Program Level ICDs 

Master Measurement List 

Other requirements originated at the program level and which are 
assigned by the Verification Program Office for CE&IS verification. 
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The initial CE&IS-MVP addresses only those requirements in the PDRD, 
Section 3, issue dated April 15, 1986, including changes through Change 3, 
dated August 15, 1986. 
they will be added to the CE&IS-MVP and passed on to the WP-04 MVP. 

As other requirements from sources above are defined, 

CE&IS verification will be planned as a cumulative process which will be 
performed in increments, as shown in Figure 5-2. As can be seen, these 
increments correspond to the progress of Space Station development beginning 
with development activities at the WP-04 level and continuing until the 
performance of a complete system can be evaluated on orbit. The growth 
increment will accommodate plans for the verification requirements which extend 
the initial station capability. The increments are defined as follows and bear 
a time phase relationship to the verification phases discussed henceforth: 

WP/SSPP Verification - CE&IS verification tasks usually of an 
interface of analysis nature which can best be done at the WP/SSPP 
level, e.g., at the WP/SSPP contractor’s plant before shipment of a 
subsystem. 

Systems/Element Integration - CE&IS verification tasks involving 
systems, subsystems and elements, including hardware and software. 

Special Tests - CE&IS tests such as major ground tests, shuttle flight 
tests, special environmental tests, and other one-time tests which 
cannot be accommodated by the Systems/Element Integration function 
above. 

Launch Package Integration Verification - CE&IS verification which 
ation of the flight hardware and software which 
aunch package or combinations o f  launch 

involves ground integ 
make up a particular 
packages. 

Launch Processing Ver 
site. 

On-orbit Verification 
checkout on-orbi t and 
operations. 

Growth Verification - 
addi ti ons, del et i ons, 
phase. 

fication - CE&IS Verification at the launch 

- CE&IS verification includes assembly and 
the evaluation of Systems/Elements during 

CE&IS verification of the Space Station as 
and modifications are made during the growth 
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CE&IS verification is planned such that a program requirement will be 
verified in more than one of the above increments. Each CE&IS verification 
task in each increment will be assigned to a single organization as "prime" 
responsibility. The prime assignee, usually a WP or SSPP, will be responsible 
for performing the verification task and acknowledging completion to the CE&IS 
Veri f i cat i on Program Office (Level A' ) . 

Figure 5-3 depicts the current hierarchy of the Space Station program 
verification documents. Review o f  the Level A' CE&IS "Verification 
Requirements", and "Verification Implementation Requirements" documents was 
completed. 
change request to the SSCB, and the WP-04 MVP will reflect those approved 
a1 1 ocat i ons as appl i cab1 e. 

It is recognized that the document will be addended and updated by 

Initial CE&IS system level verification requirements for the EPS derived 
from the PDRD, Section 3, para. 2.2.3, "Electrical Power Systems'' requirements 
are listed in Table 5-1. This has been baselined in the PDRD Section 2 .  Other 
WP-04 CE&IS verification responsibilities are defined in JSC-30000 as part o f  

other systems (e.g., TCS, GN&C, DMS, FMS, etc.). These responsibilities will 
also result in specific WP-04 activities. 

Detailed planning o f  these basics will be integrated with WP-04- originated 
requirements as described above. 
WP-04 verification task. 

The CE&IS activity is not independent of the 

Although CE&IS process originates with "top level'' (e.g., PDRD, program 
level ACDs and ICDSs, etc.) requirements, it is currently planed to carry all 
verification requirements in the WP-04 VDB, thus permitting the efficient 
satisfaction of common requirements generated from within the WP-04 and 
externally, from the CE&IS program. 

Activities involving WP-04 interface verification conducted at other 
WP/SSPP locations will be selectively monitored by Rocketdyne. 
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- CE&IS 
T A B L E  5.1 .  SYSTEM LEVEL VERIFlCATlON REQUIREMENTS 

VERIFICATION REQUIREMENT 

2.2.3. ELECTRICAL POWER SYSTEM (EPS) 

The functions of the EPS consist of power generation energy storage and Power 
Management and Distribution (PMAD). The EPS system characteristics are shown in 
table 2-22+, EPS Characteristics. 
2.2.3.1. FUNCTIONAL REQUIREMENTS 

2.2.3.1.1. SPACE STATION 

Verify that the EPS provides all IOC user and housekeeping electrical power and 
provides f o r  the capability to incrementally fncrease the power available to meet 
the increasing power needs for growth o f  the Space Station. 
2 .2.3.1.2.- PLATFORM 

terify that the EPS provides all IOC user and housekeeping electrical power for 
the platforms and shall have the capability to incrementally Increase the power 
wailable to meet urowth Dower requirements. 

~~ ~~ ~ 

?.2.3.1.3. SAFE HAVEN 

terify that the EPS provides power to meet safe-haven requirements. Verify that 
:he EPS meets the safe-haven requirements with bui lt-in redundancy. 
!.2.3.1.5. CONTINGENCY POWER 

'erify that the EPS is capable o f  providing power for one orbft (with no solar 
nput) such that the Station may be returned to noma1 operation at the end o f  
:hat period. This orbit shall start at the beginning o f  a normal sunlight 
ieriod, A power down to minimum safe levels may be utilized to minimize the im- 
iact of this requirement on the EPS. This energy requirement shall be a minimum 
if 15.0 kW hours. 

'or the growth Station, this requirement shal l  be maintained at the IOC level. 
'able 2-18f details the Space Station power capability. 
.2.3.1.6. NATIONAL SPACE TRANSPORTATION SYSTEM (NSTS) POWER TRANSFER 

erify that the EPS has the capability to transfer power to or receive power from 
he NSTS orbiter. 
.2.3.1.7. POWER SYSTEM CONTROL 

erify that a capabflity is provided which shall monitor, evaluate, and control 
he EPS performance from sources to the interface to the loads: detect, isolate, 
nd clear faults; provide alerts f o r  emergencies; and control loads by an appro- 
riate load-shedding technique. The capability shall maximize the utilization of 
he EPS. Verify that the crew 1s able to override automatic and autonomous con- 
rols consfstent with safety recuirements. 

'See PDRD section 3. 
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CE&IS 
TABLE 5.1- SYSTEM LEVEL VERIFICATION REQUIREMENTS 

VERIFICATION REQUIREMENT 

2.2.3.1.8. POWER PROTECTXON 

2.2;3.1.8.A. Verify that power protection is provided for the power sources 
against overloads or faults in distribution and user subsystems. 

Z.2.3.1.8.8. Verify that power protection is provided for the distribution 
function against overloads and faults in the power system. 

!.2.3.1.8.C. For the user loads, verify that power protection is provided to 
prevent adverse impact or damage to other user subsystems. 

z.2.3.1.9. MAIN BUS INTERCONNECT CAPABILIM 

!,2.3.1.9.A. Verify that means o f  selecting, connecting and disconnecting the 
sources of electrical energy to the vehicle main electrical buses 
are functional . 

?.2.3.1.9.8. Verify that means of selecting, connecting, and disconnecting 
between main electrical buses and loads are functional . 

! .2.3.2. DESIGN AND PERFORMANCE REQUIREMENTS 

1.2.3.2.1. SPACE STATION POWER LEVEL 

!.2.3.2.1.A. Verify that at IOC the EPS has the capability t o  continuously 
provide 50 kilowatts (kW) f o r  the users and 25 kW for housekeeping. 

1.2.3.2.1.B. Verify that the 'growth EPS has the capability to continuously 
provide 250 kW for the users and 5Q'kW for housekeeping. 

!.2.3.2.1.C. The Station power capability is detailed in table 2-18* for the 
Maln-Tended Approach (MTA), IOC, and growth stations. 

!.2.3.2.2. PLATFORM POWER LEVEL 

he platfonn power capability is detailed in table 2-24* for the I N  and growth 
onf igurations. 
.2.3.2.3. EPS "USER" INTERFACE 

.2.3.2.3.A. Verify that the EPS provides 20 kHz, 208 volts, single phase sine 
wave, utility grade power to the user interface f o r  use in the 
user's equipment. 

.2.3.2.3.B. This standard at power shall be used by all U.S. and international 
partner elements of the SSP including manned base modules, attached 
payloads and equipment. 

*see PDRO 'section 3. 
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CE&IS 
TABLE 5.1- SYSTEM LEVEL VERJFJCATION REQUIREMENTS 

VERIFICATION REQUIREMENT 
~~ 

2.2.3.2.3. EPS "USER" INTERFACE - CONTINUED 
2.2.3.2.3.C. Verify that the platform EPS distributes 20 kHz, 1 phase sine wave, 

208 volts, utility grade power to the user interface f o r  use in 
user's equipment. 

2.2.3.2.3.0. Verify that the rated system capability is the sum of all the power 
delfvered to these user interfaces. 

2.2.3.2.4. EPS BUS VOLTAGE 

2.2.3.2.4.A. Verify that the Space Station EPS uses 20 kHt, 440 volts, single 
phase sine wave electrical buses for distribution of power. 

2.2.3.2.4.8. Verify that the platform EPS uses 20 kHz, 440 volts, single phase 
sine wave electrical power for distribution. 

2 2.3.2.5. GROUNDING 

Jerify that the power system provides a single point ground. That the grounding 
ichemes used on a17 S P E S  i s  compatible. 

Z.2.3.2.6. POWER MANAGEMENT AND DISTRIBUTION (PMAO) REDUNDANCY AND FAULT 
DETE CTI ON 

!.2.3.2.6.A. Verify that diverse routing of redundant wiring and location of 
redundant components has been implemented. 

!,2.3.2.6.8. Verify 'that power is fed through the wall of each habitable element 
in at least two physically separate locations. Each feedthrough 
shall be capable of providing the full module power. 

!.2.3.2.6.C. Verify that all wjring is short circuit protected with replaceable 
or resettable devices or be current limited. 

!.2.3.2.7. POWER SYSTEM POINTING REQUIREMENTS 

'erify that the Space Station has rotating joints capable of holding the power 
leneration devices in a solar inertial orientation and transferring electrical 
lower and power system data for the assembly, IOC,  and growth phases. See table 
!-19*, Power Generation Subsystem (PGS) Pointing Requirements. The data in table 
1-19 are composite requirements on the alpha/beta/fine pointing combination o f  
ioints . 

*See PDRD section 3. 
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CE&IS 
T A B L E .  5. I-,- SYSTEM LEVEL VERIFICATION REQUIREMENTS 

VERlFlCATlON REQUIREMENT 

2.2.3.2.7.1. ALPHA AXIS ROTARY JOINT EPS REQUIREMENTS 

Verify that the Space Station has rotating joints that are, with 360 degree 
continuous rotation, capable o f  making the PGS alpha axis correction and transfer 
of electrical power and power system data for the assembly, IOC, and growth 
phases. See table 2-20*, Alpha Axis Rotary Joint EPS Requirements. 
2.2.3.2.7.2. BETA AXIS ROTARY JOINT EPS REQUIREMENTS 

Verify that the Space Station has rotating joints capable of making the beta axis 
correction and transferring electrical power and power system data during 
assembly, IOC, and growth phases. See table 2-21+, Beta Joint Electrical and 
Data Requirements. Verify that Beta joints are compatible with Solar Dynamic 
(SD) and Photovoltaic (PV). 
2er side (wing) basis. 

Power and data transfer requirements are stated on a 

2.2.3.2.8. EPS GROWTH 

ierify that the EPS design provides growth capabil f ty and onorbit reconf igurat ion 
:apability to accommodate growth in power demand on the Station and changes in 
:he distribution of power needs at various places on the Station. 
!-18*) The EPS distribution system shall be sized and installed for 175 kW at 
[OC. 

(See table 

!.2.3.3. . EPS RELIABILITY REQUIREMENTS 

'he EPS shall satisfy the following redundancy/reliability requirements: 
!.2.3.3.6. 

'erify that two redundant power penetrations are provided through the wall of 
!ach habitable module (including logistics modules) at physically separate 
ocations to maximize reliability. 
he module. 
.2.3.4. 

.2.3.4.1. 

Each shall be capable of providing 25 kW to 

ELECTRICAL POWER SYSTEM (EPS) THERMAL CONTROL REQUIREMENT5 

erify that thermal control (outboard o f  alpha joint) for the Solar Power Module 
SPM) is accornpl ished by local, autonomous thermal control subsystems. The SPM 
PS systems/components shall include but not be limited to the following: 

.2.3.4.1.A. PV power generating system 

.2.3.4.1.B.. SO power generating system 

.2.3.4.1.C. NjH2 batteries . 

*See PDRD section 3. 
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CE&IS 
TABLE 5.1- SYSTEM LEVEL VERIFICATION REQUIREMENTS 

VERIFICATION REQUIREMENT 

2.2.3.4.1 . CONTINUED 
2.2.3.4.1.D. Power conditioning and control 

2.2.3.4.1.E. Parasitic loads 
2.2.3.4.2. 

Verify that thermal control (inboard o f  alpha joint) for the power components is 
accomplished by utilizing the Station central TCS. The power components shall 
include, but not be limited to, the following: 

2.2.3.4.2.A. Bus switching assembly 

2.2.3.4.2.8. Power dS stri bu t 1 on control assembl i es 

2.2.3.4.2. C. Transformers 
~~ 

?.2.3.4.3. 

lerify that thermal control for the platform EPS is achieved by utilizing the 
ilatfonn TCS. The platform EPS shall include but not be limited to the 
'01 lowing: 

!.2.3.4.3.A. PV power generating system 

! .2.3.4.3. B . ti i H2 batteries 

!.2.3.4.3.C. Power condltioning, control, and distribution 
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5.2.2 Verification Data Base 

A verification data base (VDB) will be established to document development, 
qual and system test requirements for every level of hardware on each 
ORU/subassembly. 
permit access to such information as: 

The matrix will be programmed in R-Base System 5 and will 

Source reference (requirement document) 
P1 an/DWG/SPEC Number 
Objective (specific) may be more than one 
Verification type (2  1) 

Devel Systems 
Qual Interface 
Cert i f i cation 
Acceptance IACO 

CE&IS 

Hardware type (brassboard, prototype, etc.) 
Quanti ty 
Hardware need dates and location . 
Activity date and location 
Category (analysis, inspection, demo, test) 
General test method/medium 
Estimated test duration 
Retest requirement 
Partial or complete test 
Certification requirement information 
Support needs/supplier/type 

Hardware 
Software 
TSE 
FSE 
GSE 
GFE 

Scheduling of external interface verification activities will be visible to the 
extent required to allow other WP/SSPP participation as approved by Level A ’ .  a 
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The VBD is an extension of the Rocketdyne EPS data base and allows 
commonality/compatibility with other WP/SSPPs and the SSP verification 
office. Although all verification requirements will be controlled by the WP-04 
Master Verification Plan (MVP, LeRC iY TBD), the information contained in the 
VDB will be retrievable to support SSP major reviews (PDRs, CDRs, DCRs, 
Acceptance, ORRs, FRRs, etc.). The VDB will also allow the periodic statusing 
of the EPS verification effort and scheduled activities. 

Table 5-2 contains details of that EPS hardware currently identified in the 
ICD as having on-orbit operating physical/functional interfaces with external 
WPs. It contains data which will form the basis for planning specific 
verification activities and identifying and support equipment/hardware 
requirements, including that needed from other WPs. Similar data will be 
generated for all interfaces; checkout, IACO, CE&IS, NSTS, launch, etc. 

It is Rocketdyne’s intention to confirm the adequacy of all interface 
design/functional requirements as early as it is feasible in the manufacturing 
and test flow. Some items will be incrementally verified and complete 
certification may be a sum of several individual tasks. For example, 
electrical (AC and DC) interfaces of the MBSU will be verified at the component 
development level using WP-02 specification requirements, while final 
verification of EM1 compatibility may be deferred to on-orbit. 
of the indicated elements would be verified at subsystem/system level 
activities. 

The remainder 

At this time, the physical configuration o f  the platforms (POP and COP) are 
not sufficiently defined to identify specific WP-04 hardware placements. 
data will be incorporated into the EPS data base as soon as it is available, 
and specific interface verification plans generated for the PV and PMAD 
hardware located on the platforms. 

The 

Verification tasks are planned by five methods; similarity, analysis, 
demonstration, inspection, and test. These methods have been defined by the 
program for application by all verification functions and are as follows: 
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(a) Similarity - A requirement may be verified by similarity if the same 
"part" has been qualified for a similar application. 
requirements have not been verified in this prior verification, it 
shall only be necessary to verify that these additional requirements 
are met. 

If all o f  the 

1 )  Analvsis - Verification by analysis shall be the process of utilizing 
analytical techniques to verify that the requirements are satisfied. 
Verification through analysis shall be used when verification by test 
is not possible, when test introduces significant risk into the 
system, or when analysis is an appropriate, cost-effective method of 
verification. In order for a requirement to qualify for verification 
by analysis, all of the following criteria shall be satisfied: 

(1) Verification by inspection is inadequate, 
(2) 
(3) 

(4) Analysis techniques that are rigorous and well understood are 

(5) 

Verification by similarity is inapplicable, 
Verification by test carries high risk of damage/contamination o f  
flight hardware, 

avai 1 ab1 e, and 
Verification by test is not feasible and/or cost effective. 

(c) InsDection - Inspection shall be an element of verification consisting 
of investigation, without he use of special laboratory requirements 
and shall be generally non-destructive and shall include (but is not 
limited to) visual inspection, simple physical manipulation, gauging, 
and measurement. 

(d) Demonstration - Demonstration shall be an element of verification that 
is limited to readily observable functional operation to determine 
compliance with requirements. This element of inspection does not 
require the use of special equipment or sophisticated instrumentation. 

(e) Test - Test shall be an element o f  verification that employs technical 
means including (but not limited to) the evaluation of functional 
characteristics by use of special equipment or instrumentation, 
simulation techniques, and the application o f  established principles 
and procedures to determine compl iance with requirements. 
analysis of data derived from test shall be an integral part of this 
element . 

The 

Certification 

A significant portion of the program verification activity i s  certification 
process, which consists of a series of activities which demonstrate that the 
equipment being certified will perform within specification limits under 
specified mission environmental conditions. Certification will generally be 
required on all ORUs and many components. Piece parts will generally be 
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developed and qualified for the Approved Parts List without formal 
certification; entire assemblies and subsystems (e.g. PMAD, PV) will normally 
be qualified without being subjected to complete environmental control, 
therefore analysis in conjunction with sub-tier certification will lead to 
verification. Interface requirements will form a part of the certification 
requirements and the satisfaction of those by test/analysis will be requested 
before a part is promoted to the certified hardware/software list. 

5.3 WORK PACKAGE LEVEL INTERFACES 

This section describes the physical and functional interfaces between the 
Electric Power System (WP-04) and the other Space Station work packages. 
Figure 5-4 depicts EPS components and their station location. 
that external WP responsibilities are being clarified and the WP-04 external 
interfaces may change accordingly. 

It is recognized 

5.3.1 WP-01 Interfaces 

Major items included within WP-01 are the Space Station common module, 
laboratory and logistics modules, environmental control and life support system 
(ECLSS) , and OMV accommodation. 

Phvs i cal Interfaces 

Physical interfaces with the OMV involve the grapple attach points and 
provisions for replacement of ORUs. 

Functional Interfaces 

No functional interfaces are planned with WP-01 at the present time. 

5.3 

man 

2 WP-02 INTERFACES 

Major items included within WP-02 are the Space Station assembly structure; 
pul ators; external thermal control system; EVA systems; guidance, 

navigation and control system; communication and tracking system; DMS; module 
outfitting and propul si on el ements . 
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Phvsical Interfaces 

Physical interfaces with WP-02 include the following: 

- Beta joint with truss structure (Figure 5-5 shows a typical drawing of 
the beta joint) - Equipment bay outfitting with the PV equipment box 

- PMAD cabling with truss structure 
- Grapple attach points and provisions for ORU replacement using 

manipulators (Figure 5-6 shows a typical PMAD ORU with interfaces) - Cold plate cool ing of PDCAs 
- PDCA locations and mounting - Interface with OMS at power management controllers 

Functional Interfaces 

Functional interfaces with WP-02 include PMAD. Load characteristics 
requiring verification include electrical characteristics, duty cycle, 
automatic control requirements, load shedding priority classification, and 
operational and casualty mode requirements. 

Electrical characteristics include voltage, current, and power factor for 
both transient and steady state modes. This information is necessary so that 
the EPS responses to various load conditions can be predicted. 
characteristics of the EPS must be available to power users so that equipment 
can be operationally tested. 

Similarly, the 

duration of 
schedul ing . 

Duty cycle information includes the expected on and off times and the 
each. This information will be used for power demand planning and 

Aut omat 
information 
are require 

c control requirements may be included in the duty cycle 
but if additional modes of operation or if special control methods 
, then these requirements must be integrated and verified. 

Load shedding priority classification is required. General categories 
include crew critical, station critical, payload critical, deferrable, and 
non-essential . 
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Operational mode information is used in conjunction with the load priority 
to adjust priorities as the operational mode of the station varies. 
example, load priorities may change while docking operations are being 
conducted; or during EVA operations, IVA operations, special experiments, 
equipment casual ties, etc. 

For 
a 

Additional functional interfaces involve the environment at PDCA locations, 
as well as EM1 considerations. Shadowing and operational envelope constraints 
of the OMV must also be considered. 

Other functional interfaces with WP-02 include the following: 

a 5 3 

Data communication with DMS 
Position information and control signals from GN&C 
Minimization of view obstructions 
Structural dynamic characteristics of power module 
Load characteristics as discussed in Section XXXX 
Possible communication and tracking data link 
Shadowing 
Contamination control 

3 WP-03 INTERFACES 

Major items included within WP-03 are the co-orbiting platform, polar 
orbiting platform, a laboratory module, attached payload accommodations, and 
servicing accommodations for the platforms and free-fliers. 

Physical Interfaces 

Physical interfaces with WP-03 involve the PDCAs applicable to this work 
package (see discussion in Section 5.3.2), and the equivalent list o f  physical 
interfaces with WP-02 as applied to the platforms. 

Functional Interfaces 

Functional interfaces with WP-03 involve the load characteristics 
applicable to this work package (see discussion in Section 5.3.2), and the 
equivalent list of functional interfaces with WP-02 as applied to the 
pl atforms. 
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5.3.4 Ground SuDDort Eauiornent (GSE) Interfaces 

The following items are typical 
during prelaunch processing operations. 
verification activities similar to flight hardware. 

GSE with which the EPS will interface 
These items will require detailed 

Access GSE 

Portable stands which provide access to all exterior and interior areas of 
the EPS hardware. 

Hand1 inq GSE 

Handling GSE for movement of EPS hardware and GSE. This includes 
air-bearing pallets with hardware support and jacking provisions, devices such 
as A-frame cranes and electric fork1 ifts, overhead cranes, and sl ings and 
strongbacks for crane operations. 

Protective Eouioment 

For all surfaces and hardware subject t o  scratches, tears, punctures, or 
impact damage. 

TransDortation EauiDment 

A transportation canister and transporter system that will provide the 
capability to move the elements among processing facilities while maintaining 
environmental controls. 

Mechanical Simulators 

For simulation of mechanical system interfaces not present during test, 
refurbishment, and maintenance verifications. 
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Electrical Simul ators 

For simulation of electrical interfaces not present during test, 
refurbishment, and maintenance verifications. This includes a power supply to 
simulate the PV and/or SD power source, a test set to simulate NSTS electrical 
interfaces, and equipment to simulate individual element interfaces. 

Ground Data Manaaement System (GDMSI 

For ground test o f  the EPS element at the various support facilities. 
consists o f  the data control, monitoring, processing, and distribution 
equipment and contains work stations and computer consoles with the capability 
to communicate with Space Station onboard systems as well as the GSE. 

It 

Loan Pool Suooort 

For nominal .and contingency operations. Incl udes equi pment such as 
ohmmeters, oscilloscopes, digital voltmeters., and breakout boxes. 

Voice Communications 

For operations involving personnel in diverse locations. 

5.3.5 NSTS Interfaces 

Since the EPS will be transported into orbit by the NSTS, all elements must 
be totally compatible with the NSTS requirements and conform to the cargo bay 
interface requirements 
electrical, avionics, and environmental interfaces and guide1 ines which are 
defined in ICD-2-19001, "Shuttle Orbiter/Cargo Standard Interfaces" 
(Reference 2). 

Interfaces with the NSTS include mechanical, 

Other interfaces with the NSTS include previsions for monitoring during 
flight; and deployment, heating, startup and control of the EPS until fully 
operational on orbit, Shadowing and contamination control must also be 
consistent, and power must be available during docking operations. 
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5.3.6 Crew Interfaces 

Crew interfaces with the EPS include two main categories. One is the crew 
time and effort required for initial deployment and erection/construction of 
the EPS, repair and maintenance of EPS equipment, and replacement of ORUs. The 
other category includes routine operation and monitoring of the EPS. 
interfaces in this area include crew training, and operating and maintenance 
manuals provided for the crew's use. 

Related 

5.4 INTERFACE VERIFICATION APPROACH 

This section descri bes Rocketdyne's pl anned approach for veri f i cat i on of 
interfaces between Electric Power System (WP-04) and the other Space Station 
work packages. 

5.4.1 Generic Interface Verification 

Rocketdyne's work package level interface verification approach encompasses 
wide range of planned activities applicable to verification of physical, 
functional, and software interfaces. While it is important to make interface 
verification 
verification 
integration 
veri f i cat i on 
respectively 
important ac 

a consideration early in he design and development process, actual 
will, in many cases, take place at the subsystems/systems 
ncrement. Figures 5-7 through 5-9 illustrate the test and 
process flow for the SO, PV, and PMAD subsystems of the EPS, 

In these figures, interface verification is shown as an 
ivity during the integrated subsystem stage, and then in the o rm 

of orbiter interface verification, for the cargo launch package. Optimum 
location for these activities (e.g., subcontractor, Rocketdyne, LeRC, KSC) is 
determined on a case-by-case basis with cost and schedule as primary factors. 

The interface control document drawings (ICD) depicts physical and 
functional work package interface engineering requirements of all items 
affecting the design or operation of co-functioning items. The IC0 will 
document all necessary engineering data to: 
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a. 

b. 

C. 

d. 

e. 

Establish and maintain compatibility between co-functioning items, 

Control WP interface designs to minimize changes affecting 
co- funct i on i ng sys tems , 
Document WP interface design basel ines and changes, 

Establish envelope and access information to ensure that 
co-functioning CEIs retain compatibility throughout all assembly, 
test, and operat i ng conditions , and 
Control "master gauge" dimensions and configurations where close-fi t 
requirements exist (e.g., commonality, interchangeability, etc.). 

The format and content o f  an ICD drawings will depend on the information 
required to be documented. 
in the case of an electrical connector where mechanical and electrical 
characteristics must be delineated. As the CEIs are define, WP interfaces will 
be grouped by type (e.g., mechanical, envelope, fluid, electrical, facilities, 
etc.) and once "released", and ICD will thereafter be revised only by issuance 
of an IFR (interface revision). 
Rocketdyne by an interface control project engineer, who will participate in 
customer/ contractor working groups, coordinate WP interface activities with 
associate and subcontractors, and direct internal activities throughout the 
development, revision, and final release of all EPS ICDs. 

An interface may have more than one requirement as 

This process will be controlled within 

As a prime contractor, Rocketdyne will be responsible for the EPS IC0 and 
upon freezing of the basel ine design, will perform tolerance stackup analyses 
showing both sides of the interfaces we are responsible for, including those of 
our subcontractors. Formal verification plans will be written for 
subsystems/components. Prototypical hardware will be used as a design aid 
wherever necessary to verify development of interface designs. 
(confirmation) fit checks will certify that hardware meets production quality 
and ensures that changes have no impact to the WP interfaces. 

Formal 

Every WP interface thus identified will be assigned expeditiously to a 
contractor principal manager, and all issues pertaining to that interface will 
be resolved prior to committing to production hardware. A control matrix will 
be utilized to identify the hardware and performance requirements, indicate the 
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1 eve1 and type of ver 
ng process will pl ann 

schedule will be maintained to demonstrate how the process is supporting other 

fication needed and status results. The verification 
be assessed through this methodology. Additionally, a 

dependent activities. 

Maximum use of existing hardware, simulators, and common GSE will be 
planned. Where ground check of interfaces using flight hardware (protofl ight 
approach) is not practical, master gauges will be used and final interface fit 
and operation will be verified on orbit. 

Pre-test reviews will be conducted to ensure that test objectives, expected 
data, and safety considerations are achieved Photography will be employed as 
necessary to provide a permanent record for automated retrieval at any time 
during the DDT&E phase and operational lifetime. Post-test reviews will 
evaluate results versus requirements, confirm that objective have been met, and 
recommend any additional design/performance requirements for implementation. 

5.4.2 Phvsi cal Interface Verification 

Rocketdyne will define plans for conducting development, confirmation, and 
assembly checks. 
designs, confirm completed designs, and verify subsequent assembly of 
production hardware. The plans will include identification (from ICDs) of 
hardware interfaces requiring fit check, and the location (e.g., subcontractor, 
Rocketdyne, associate contractor, LeRC, KSC) and schedule for conducting the 
check. Supporting requirements (hardware, facilities, manpower) will also be 
identified. Procedures will be generated to support the verification effort 
and results documented to the NASA citing action items as necessary. 

Fit checks will be utilized as necessary to develop interface 

Development fit checks are tools used to enhance the design and ICD 
effort. They normally involve only those agencies specified by the prime 
contractor and do not necessarily involve a review of the entire interface. 
Confirmation fit checks may be performed when the interfacing designs are 
complete, production equivalent hardware is available, and it is deemed 
necessary t o  confirm that the hardware can be satisfactorily assembled and is 
in conformance with applicable ICDs. 
at a site determined by hardware availability and program needs. 

Confirmation fit checks will be conducted 

5-55  



Early integration of verification and test goals into the total design 
process is essential to reduce program costs and will be a key program driver. 
With this in mind, the use of master gauges will be evaluated for the EPS 
interface verification task. Controlled by tool drawings, a master gauge will 
be manufactured, where deemed necessary, by the principal contractor for the 
interface and copies made for other contractors and NASA for locating common 
equipment (e.g., PMAD load centers) on other work packages and co-designing 
close-fit hardware (e.g., beta joint, roll rings, etc.). The gauges will be 
cal i brated and temperature control 1 ed or compensated for critical to1 erance 
control. Every common WP interface attach point can thus be controlled and 
fabricated with maximum utilization of existing designs and a concurrent 
reduction of risk that part-to-part deviations normally imply. 

Physical interfaces of PMAD components include connections to the support 
systems furnished by other work packages and the mounting of components to the 
station structure. The use of standard electrical connectors at sites will 
enable a one-time verification of this interface. 

, After verification for launch, interfaces will be controlled by ICD 
change process. If changed or di sconnected, reveri f i cat i on wi 1 1  be performed. 

5.4.3 Functional Interface Verification 

A test and verification flow control diagram will be generated to ensure 
tht all major components/subassembl ies are schedule for test in a logical, 
meaningful , and reasonabl e manner. Functional interfaces wi 1 1  be veri f i ed 
through ground testing and will provide progressive verification from piece 
part through subsystem and integrated system testing. 
which are not intended to verify WP interfaces will also be reviewed to ensure 
what the integrity of previously verified hardware/software is not 
compromised. 
verified as ready for integration into its next highest program element or 
modul e. 

System test requirements 

Only on completion of scheduled tasks will a subsystem be 
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Functional interface verification is critical to assure that the overall 
EPS will operate in a predictable and reliable manner. Load characteristics 
verification is required for all electrical loads. The load characteristics 
required will be those found at the point of PMAD control which is the remote 
power controller (RPC) output. 
between each load and the EPS. 
interface with the WP-02 DMS is discussion in Section 5.4.4. 

a 
The RPC is the functional interface point 
The central power management process functional 

The use of simulators and test beds will be an important part of functional 
interface verification in order to compensate for differences in delivery 
schedules and manufacturing/test sites. These wi 1 1  enable work package 1 eve1 
interfaces to be verified before actual function can be demonstrated at the 
system integration site. 

Test beds will be used to simulate the EPS. These test beds will provide a 
hardware test environment where interfaces will be verified. The components 
of the test bed will include a representative sample of all PMAD components. 

WP-04 will provide a simulator that will generate station type electrical 
power. 
distribution frequency and voltage. 
made through a remote power controller (RPC) and electrical connectors. 
interfaces will be generic to those used on the station. This simulator will 
allow different users and work packages to verify that their WP-04 interfaces 
are correct and will provide the means for powering Space Station elements for 
ground test. The design will include provisions for ground support equipment 
connections at critical locations so that the system can be easily verified and 
worked on if necessary. 

The simulator will provide the user with power at the selected 
User connection to this simulator will be 

The 

WP-04 will require load characteristic simulation from all other work 
packages and specifically from WP-02 a simulator that simulates the station DMS 
(including the bus). The DMS simulator will be used to verify the power 
management processor/DMS interface along with the crew interface. 
will also be used to support verification of NSTS electrical interfaces. 

A test set 
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5.4.4 Software Interface Verification 

In the EPS reference configuration, all EPS software is internal to the 
various EPS processors. The only external software interface the EPS has with 
the Space Station is through the power management controller (PMC) and the 
station DMS/OMS communication bus. The EPS will be controlled internally by a 
hierarchal set of software processor, the top level of which is the PMC. 

The PMC will respond to commands and overrides from the station OMS,and 
will accept selected data inputs including priority lists, and pointing and 
tracking information. 

The PMC interface will not carry any commands from the EPS to station 
DMS/OMS. However, upon request from OMS, EPS will provide data on status of 
EPS, available power, maintenance recommendations, and power system topology. 
The functional interface between the station data management system (DMS) and 
the EPS central processor is so software intensive that its verification should 
be.approached from a software standpoint. Each type of message between the DMS 
and EPS must be examined as a software interface, on an end-to-end basis. If 
the DMS simulator includes all these messages, the verification will be by 
test. The principal tool for verification of the EPS external interface is the 
DMS simulator which will be required by start of PDR (8/88). 

Test and verification of software will occur throughout the software 
development process. Specific plans and procedures will be defined in general 
at the beginning of the development effort, and details for each phase will be 
generated as a part of the previous phase. Plans for this effort, based on 
experience in other projects, and our present understanding of requirements and 
likely software development environment, are discussed below. 

The first phase of the effort will consist of generating detailed 
requirements documents for each of the software "programs." 
"program", as used herein, is that set of software which runs on one 
processor.) This actually a systems synthesis/analysis task, not a programming 
task. 
requirements document, will work together to accomplish the overall job will be 
done by system simulation. The depth to which this simulation/verification can 

(The term 

Verification that the set of processor programs, as defined by the 
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or will be done, will be determined by the simulation tools and other resources 
available at the time. 
simulate a complex system, so systems engineering judgment will be used t o  

define which parts of the system will be simulated, and to what degree. 

It is never possible or cost-effective to completely 

After the requirements for each software program are defined, the design 
phase for that program can proceed. 
each program is to be structured and subdivided into individual, small software 
components. (Variously call ed modules, subroutines, functions, flow segments, 
etc.) The output of this phase will consist of the structure charts or 1 ists 
which show how the program fits together and a preliminary design for each 
component in a program design language (POL). If the software development 
environment includes an Ada based POL, it will be used in the design. 
Otherwise, a natural language PDL will be used. Normally, the verification of 
the software design against the requirements consists o f  reviews by programming 
personnel not involved in the design. This will be the procedure followed for 
the PMAD software development, unless the SDE includes an executable type of 
PDL. 
process and used in the review process. 

This phase consists of determining how 

Prototype code may be developed and tested to support parts of the design 

Following the completion and review (or test) of the design of each 
component, coding can begin for that component. (Normally, the design of an 
entire program will be completed before coding starts on any part, but 
sometimes parts which have clear interfaces to other parts can start early.) 
As each component is coded in an HOL (probably Ada), it will be compiled and 
tested in a test environment. This environment will consist o f  test software 
which includes stimuli for the component under test, and analysis o f  the 
component’s performance. These stimuli will consist o f  both normal and 
abnormal inputs, to measure the component’s exception hand1 i ng capabi 1 i ties. 

As individual components are completed, and assembled into more complex 
functions, these collections of components will be tested.in the same manner 
Tests to this point are conducted entirely in the software development 
simulation environment. When collections develop to the point where they can 
be installed in target hardware, the test program will expand to that type o f  

environment. 
to be discovered and changes made thereto. 

This is when errors in the software requirements are first likely 
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During the coding and testing process described above, reviews of the code 
itself, and the test results, will be conducted with personnel not personally 
involved in the coding. By the time the coding of each of the programs is 
completed,its components will have been tested and reviewed many times, at many 
1 eve1 s . 

As programs are completed, they will be integrated into an overall test 
bed. 
the software will interface with and control. It will include a hardware and 
software test environment which will permit setting up test conditions for the 
software and monitor software performance. 
requirements and the software itself will be subjected to thorough testing to a 
formal plan. 

This test bed will include hardware which is representative of that which 

At this point, both the software 

5 . 4 . 5  Ground vs On-orbit Verification 

Interface verification is an important activity which must be performed all 
though the test and verification process. 
development testing, acceptance and certification testing, systems integration 
testing, launch readiness testing, and finally on-orbit verification. 

It represents an integral part of 

Maximum interface verification will be performed on the ground. This will 
enable problems to be detected at the earliest possible time and corrections to 
be made for the lowest possible cost and risk. Physical and functional 
hardware and software simulators or physical mock-ups will be used to test 
interfaces before actual fit and function can be verified at the system 
integration site. These simulators will be necessary to compensate for 
differences in delivery schedules, manufacturing/test sites, and assembly 
procedures and are particularly critical for interface verification at the work 
package level. All  work package level physical and functional interfaces will 
be demonstrated as compatible and functional before launch to as great a degree 
as practical. 
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On-orbit verification is verification on the Space Station itself. 
Interface verification on-orbit is expensive in terms of crew time and training 
requirements and may also have crew safety implications. However, final 
interface verification of the end-to-end power system will be done on-orbi t 
since it does not appear cost effective or practical for the entire Space 
Station to be assembled and tested on the ground. 

The choice of site for interface verification activities which can be 
performed either on-orbit or on the ground (e.g., LC and payload) depends on a 
variety of considerations. These include cost, crew time, crew training 
requirements, safety of crew and equipment, installed BITE capability, GSE 
requirements, and schedule. 

5.4.6 Prototme vs Protofl iaht 

The protoflight concept involves the use of flight hardware for 
qualification testing in lieu of a dedicated test article (prototype). 
approach is applicable to few WP-04 elements at this time, however its use will 
be maximized wherever cost effective and practical. 

This 
. 

Utilization of flight hardware for some ground testing will enable physical 
and functional interfaces of WP-04 with other work packages to be verified with 
high reliability and accuracy. This will be accomplished best when both actual 
Space Station mating flight elements are available at the system integration 
site, and alternatively, when one i s  available and a simulator @r physical 

mock-up is employed for the other. 

5.4.7 Growth Interface Verification 

Interface verification of growth hardware after the IOC Space Station is on 
orbit adds a new set of considerations to the interface verification approach. 
With the Space Station on orbit before some growth elements and payloads are 
fabricated, interface verification becomes more of an operational challenge. 
Dependence upon simulators and physical mock-ups will increase since growth 
hardware may not have access to the Space Station elements with which they will 
interface on orbit. 
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The complexity of growth interface verification depends t o  a large extent 
on whether growth is being accomplished by replication of existing IOC 
elements, or if new and different hardware is being used. 
growth items with IOC items will ease this task by allowing the use of existing 
facilities, drawings, procedures, etc. Strict configuration control and 
management will ensure that IOC components are not modified in a way that could 
cause interface problems during the growth phase. All modifications will be 
verified against the same simulators, mockups, or master tools as the initial 
hardware which is already on orbit to assure proper interface; and, when 
changes are made, the resulting hardware must again be verified by these means 
to assure configuration control. 

Commonality of 

Hardware to be delivered to an on-orbit Space Station will undergo physical 
and functional interface verification with the same ground based simulators, 
mock-ups, or master tools that were used to ensure proper fit and function of 
the initial station equipment. 

5.4.8 Use o f  Built-in Test Eauioment (BITEL 

a; The use of BITE as an EPS verification tools is an important consideration 
for on-orbit verification, and in providing a measure of the component’s health 
during its operating life. 
will be determined on a case-by-case basis with one important factor being the 
adoption of a man-tended Space Station approach. 

The degree of BITE utilized on the Space Station 

The PMAD subsystem will include on-orbit self-testing that will provide an 
operator with the ability to verify the operational readiness of any 
component. 
the need for ORU maintenance or replacement. 

When a malfunction occurs, this feature will alert the operator of 
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6 . 0  CUSTOMER ACCOMMODATIONS 

6.1 DESIGN APPROACH 

Work Package 04 has t h e  r e s p o n s i b i l i t y  o f  p r o v i d i n g  u t i l i t y  power t o  a l l  
customers (housekeeping 1 oads and pay1 oads) . 
E l e c t r i c a l  power system design i s  presented i n  s e c t i o n  2 . 3 .  

Deta i  1 s o f  Work package 04 

A l l  e l e c t r i c a l  l oads  a re  served from t h e  Power D i s t r i b u t i o n  and Con t ro l  
Assemblies (PDCA) which a re  l o c a t e d  throughout t h e  s t a t i o n .  Each PDCA con ta ins  
Remote Power C o n t r o l l e r s  (RPC) t h a t  f u n c t i o n  as t h e  e l e c t r i c a l  i n t e r f a c e  w i t h  
each load. 
user.  
ope ra t i on .  
r e q u i r e s  t h r e e  RPCs, e s s e n t i a l  l o a d  which r e q u i r e s  two RPCs o r  as a 
non -essen t ia l  l o a d  r e q u i r i n g  o n l y  one RPC. 

Three s i z e d  (75 amp, 25 amp and 5 amp) o f  RPCs a re  p rov ided  t o  the  

The user  can chose t o  connect t h e  l o a d  as a c r i t i c a l  l o a d  which 
Connection t o  more than one RPC i s  r e q u i r e d  f o r  f a u l t  t o l e r a n t  

Work Package 04 w i l l  supply power t o  Work Package 02 u t i l i t y  p o r t s  and Work 
Package 01 equipment racks as w e l l  as Work Package 03 u t i l i t y  p o r t s .  
p o r t s  and r a c k  l o c a t i o n s  w i l l  be determined by o t h e r  work packages. 

U t i l i t y  

6 . 2  RESOURCES 

Work Package 04 generates and d i s t r i b u t e s  power resources f o r  t h e  Space 
S t a t i o n  and Plat form.  
approaches used t o  accommodate t h e  customer. 

Table 6 . 2 - 1  l i s t  EPS design cons ide ra t i ons  and design 

EPS/Customer i n t e r f a c e  i s  a t  t h e  PDCA. A l l  PDCAs on t h e  Space S t a t i o n  and 
P l a t f o r m  d e l i v e r s  u t i l i t y  power o f  t h e  same vol tage,  frequency and o t h e r  
c h a r a c t e r i s t i c s  shown i n  Table 6 . 2 - 2 .  
one s t a t i o n  o r  p l a t f o r m  l o c a t i o n  t o  another w i t h o u t  m o d i f i c a t i o n .  
PDCAs l o c a t e d  on t h e  Space S t a t i o n  as shown i n  F igu re  6 . 2 - 1 .  
PDCAs a re  l o c a t e d  throughout t h e  t r u s s  s t r u c t u r e  a t  r e g u l a r  i n t e r v a l s  t o  
support  t r u s s  mounted loads. 

Th is  a l l ows  payloads t o  be moved f rom 

A t o t a l  o f  t e n  
There a re  22 

Loads w i t h i n  manned modules are se rv i ced  by 12 
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CONSIDERATION APPROACH 

CUSTOMER SECURITY 

EASE OF PAYLOAD INTEGRATION 

EASE OF PAYLOAD CONFIGURATION 

EASE OF PAYLOAD SERVICING 

EASE OF PAYLOAD PACKAGING 

DEGREE OF TRANSPARENCE OF PAYLOAD 
0 P E RAT I ONS 

INDEPENDENCE OF PAYLOAD OPERATION 

RESOURCES PROVIDED 

PAYLOAD ENVIRONMENT 

EPS DESIGN DOES NOT POSE A CUSTOMER 
S ECUR I TY P ROB L EM 

WP-04 PROVIDES USER LOAD CONVERTERS 
AND A 20 k H z  208 VAC GSE POWER SOURCE 
FOR PRE-ORBIT PAYLOAD CHECKOUT 

EPS PAYLOAD DATA BASE CAN BE UPDATED 
AT WILL V I A  OMS COMMANDS. 802 
CUSTOMER CONNECTION POINTS LOCATED 
THROUGHOUT THE STATION 

POWER CAN BE DE-ENERGIZED TO PAYLOAD 
AT WILL BY THE EPS V I A  DMS COMMANDS 

WP-04 NOT INVOLVED I N  PAYLOAD 
PACKAGING 

CUSTOMER OPERATION I S  COMPLETELY 
INDEPENDENT OF PAYLOAD OPERATION 

AS LONG AS LOAD I S  ALLOCATED POWER BY 

THE OMS (NOT A PART OF WP-04),  
CUSTOMER PAYLOADS OPERATE I N  COMPLETE 
INDEPENDENCE OF THE EPS. 

SEE TABLE 6.2-2 

WP-04 DOES NOT EFFECT PAYLOAD 
ENV I RONMENTS 

DESIGN CONSIDERATIONS 

TABLE 6.2-1 
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o POWER SOURCES (STATION) 

0 75 kW AVERAGE POWER AT IOC 
o 100 kW PEAK POWER AT IOC 
o 300 kW AVERAGE POWER AT GROWTH 
o 350 kW PEAK POWER AT GROWTH 

o POWER SOURCES (PLATFORM) 

0 8 kW AVERAGE POWER AT IOC 
o 18 kW PEAK POWER AT IOC 
o 24 kW AVERAGE POWER AT GROWTH 
o 34 kW PEAK POWER AT GROWTH 

o U T I L I T Y  POWER CHARACTERISTICS 

PDCA MAXIMUM POWER (25)  kWe 
FREQUENCY 20 k H z  & 2% 
VOLTAGE 208 VRMS, SINGLE PHASE 2 2.5% 
MINIMUM POWER FACTOR .9 
HARMONIC DISTORTION < 3% TOTAL 
VOLTAGE DROPOUT DURATION, 50 MSEC. MAXIMUM 
TRANSIENT VOLTAGE, 2 10% MAXIMUM FOR 250 msec. 

GROUND L I N E  CURRENT, < 15 MA NOMINAL (FULL  LOAD) 

POWER RESOURCES TO CUSTOMERS 

TABLE 6 . 2 - 2  
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PDCAs. 
pressurized module. This table also includes the number of customer 
connections (RPC interfaces) and maximum power capacity. 

Table 6.2-3 lists the number of PDCAs serving a feeder.segment or 

The power management and distribution system of the platform is nearly 
identical to that of the station. Because of the platforms’ smaller size, o n l y  
two PDCAs (one housekeeping and one payload) are used. Electrically and 
mechanically, the platform’s user interfaces maintain a high degree of 
commonality with that of the station. 
same way as on the station. 

Payloads are attached to PMAD system the 

Total power for both co-orbit and polar orbit platforms are shown in Table 
Of the total power 3 kW is reserved for housekeeping and not available 6.2-2. 

to the customer. 
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NUMBER OF NUMBER OF MAXIMUM 
PDCA CUSTOMERS CAPACITY FEEDER/MODULE 

CONNECTIONS ( k W  

UPPER RING 
LOWER R I N G  
HAB MODULE 
LAB MODULE 
JEM MODULE 
ESA MODULE 
PRESSURIZED PAYLOAD 
NODES 

TOTALS 

NOTE 1 

5 
5 
5 
5 
0 
0 
0 

2 

180 
180 
180 
180 

4 
4 
2 

72 

25 
25 
50 
50 
50 
50 
50 
50 - 

Each PDCA conta ins:  (10)  5 AMP RPC, ( 8 )  25 AMP RPC 
and (18)  75 AMP RPC. 

T o t a l  s t a t i o n  power c a p a c i t y  i s  l i m i t e d  t o  75 kW a t  

any one t ime. 

See F igures 6.1-1 for PDCA l o c a t i o n s .  

NOTE 2 

NOTE 3 

UTILITY POWER CONNECTIONS 

TABLE 6 . 2 - 3  
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6.3 LOAD CONVERTERS 

A review o f  the Space Station Mission Data Base and NASA Data Book 
indicates t h a t  customer loads will f a l l  into ten general categories of voltage 
and power levels .  Work Package 04 will design, qualify,  and produce a family 
of ten load converters which  will s a t i s fy  most customer needs. For commonal i t y  
and ease of integration, a l l  space s ta t ion  customers can use t h i s  family of 
load converters t h u s  lowering payload development costs. Table 6.3-1 l i s t s  the 
ten load converts along w i t h  some design data. 

LOAD CONVERTERS 

TABLE 6.3-1 
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6.4 INTERFACE REQUIREMENTS 

Some Work Package 04 customer interfaces have been selected for discussion 

Exact detai 1 s of the EPS/customer interface are covered 
in this section. 
1 oad characteristics. 
in an Interface Control Document ( 1 0 ) .  
covered in this ICD are shown in Table 6.4.1. As the design matures, values, 
specifications and part numbers will be added to the control document. 

These interfaces are EPS power characteristics and customer 

A preliminary list of parameters 

I TABLE 6.4-1 

PRELIMINARY WP- 04/CUSTOMER INTERFACE REQUIREMENTS 

EPS POWER 
CHARACTER1 STICS : Voltage 

Frequency 
Phase 
Pol ari ty 
Power qual i ty 
EM I/ EMC 

CUSTOMER LOAD 
CHARACTERISTICS: 

MECHANICAL 

Power 
Power Factor 
Impedance 
EMI/EMC 
Grounding 
Priority Classification (crew critical, 

station critical, payload critical, 
deferrable and non-essential) 

Load Location 

Power Connector 
Pin Functions 
Wire Gauge Size 
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7.0 DESIGN TRADE OFF STUDIES 

7.1 PEAKING SPLIT 

A trade study was performed to determine the peaking split between PV and 
SD, and 
proport 

As 
result 

specifically to compare the inherent total peaking capability with 
onally shared peaking (i.e., 33% each). 

a basis for this study the current IOC module sizes were used, which 
n an IOC station with 23.5 kw PV and 51.5 kw SD. Growth would be 

accomplished by the addition of replicated SD modules, adding 51.5 kw o f  SD per 
growth step. The peaking requirements are 100 kw during IOC and 350 kw for the 
growth station (300 kw nominal). 

As currently designed, both the PV and the SD modules have certain 
inherent peaking capabilities, that is, they can provide some peaking with 
little or no additional substantive cost or mass penalty. These inherent 
peaking capabilities have been estimated and are tabulated in Table 7.1-1. 

TABLE 7.1-1 
INHERENT PEAKING CAPABILITY 

PV Modul e 

Nominal IOC Inherent Peaking 
Power ( kw 1 Caoabi 1 i tv ( X I  

11.75 81 

SD Module (ORC) 25.75 15 

SD Module (CBC) 25.75 15 

Table 7.1-2 illustrates the peaking capability o f  the 

IOC Peaking 
Caoabilitv (kwl 

21.25  

29.5 

29.5 

IOC and growth 
stations for both the inherent peaking concept and the proportional peaking 
concept. 
provide the nominal 75 kw power requirement. 
12 SD modules (332 kw total net power) in order to exceed the 300 kw nominal 
growth requirement. 

Two PV modules and two SD modules are used on the IOC station to 
The growth station would contain 
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TABLE 7.1-2 
INHERENT AND PROPORTIONAL PEAKING COMPARISON 

Inherent Peaking Proportional Peaking 
(kw) (kw) 

IOC Growth I oc Growth 

PV Power 42.5 42.5 31.3 31.3 

SO Power (ORC) 59.0 354.0 68.7 412.0 

SD Power (CBC) 59.0 354.0 68.7 412.0 

TOTAL EPS 101.5 396.5 100.0 443.3 

Note from Table 7.1-2 that utilization o f  the inherent peak power 
capabil i ty of the PV and SO modules exceeds the peaking requirements o f  
100 kW at IOC and 350 kW at growth. 

Table 7.1-3 provides the estimated cost and mass differential for 
proportional peaking. 
mass penalties relative to the inherent peaking base. 

Both the CBC and ORC concepts result in cost and 

Based on these results it is recommended that the inherent peaking 
capability o f  the PV and SO modules be utilized to meet the station IOC 
and growth peaking requirements. 

TABLE 7.1-3 
INHERENT AND PROPORTIONAL PEAKING COST AND MASS COMPARISON 

INHERENT SD PROPORTIONAL 
OPTION AND PV PEAKING SO PEAKING 

CBC ORC 

IOC COST (1987 SM) 

SO BAS E +18.6 t 5.4 
BASE - BAS E BASE PV - 

TOTAL BAS E t18.6 t 5.4 

GROWTH COST (1987 4M) 

SD 
PV 

TOTAL 

BAS E t45.6 t14.4 
- BAS E BAS E BAS E 
BAS E t45.6 t14.4 

IOC MASS (LBS) BAS E t2900 t1000 
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7.2 GIMBAL JOINTS e 
7.2.1 Jntroduct i on 

The beta gimbal joints, used on the Space Station, and the alpha gimbal 
joint on the platforms, all perform the same function; positioning o f  the PV 
solar arrays , and the SD solar concentrator. This analysis supports and 
documents the selection of the gimbal joint design. A description o f  our 
gimbal joint design concept is contained in Section 2.2.6. 

7.2.2 pesisn AsDect Reauirins Trade-off Study 

The design aspect requiring a trade-off study was the degree o f  
commonality among the station PV joints, SD beta joints, and the platform a l p h a  
joint. 

Elements of design such as the number of main bearings in the beta joints, 
and the type of joint drive motors, were resolved as part of the design 
process. 

I 

7.2.3 Desree of Commonalitv Amons the Station Beta Joints (PV & SD) and the 
P1 atform A 1  Dha Joint 

The following approaches were considered as to the possible degree of 
commonal i ty . 

A )  Individual tailored design for the station SD, the station PV 
and the platform. 

B )  Commonality of joints for the station SD & PV and a special one 
for the platform. 
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Eva 
re1 evant 

C) Commonality among the station PV, SD and the platform joints. 

uation of the alternatives or 
criteria is summarized in Tab 

options with respect to the various 
es 7.2-1 through 7.2-3. 

Each element was given equal weight with a 10 rating as maximum. 
rating is relative, e.g., the combination with maximum engineering effort 
received zero, and that with minimum engineering effort received 10. 
Engineering judgement was uti1 ized in considering the elements which are 
affected by the quantities of a given type of joint, e.g., procurement efforts. 

The 

The element of cost is implicit in all the elements listed. Explicit cost 
data was not available and is not be expected to change the order of the 
recommended a1 ternati ves. 

Tab1 e 7.2-4 summarizes the compari son o f  the approaches eval uated. 
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TABLE 7.2-1 
INDIVIDUALLY TAILORED DESIGN FOR THE STATION SD, PV AND -''* -' . v C * m ' '  

I H t  t ' L H I t U K M  

(OPTION A) 

ELEMENT 

Design Effort 

Procurement 

Manufacturing 

Assembly and 
Testing 

Packaging for 
the NSTS 

Weight 

Re1 i abil i ty 

Maintainability 
(EVA) 

Interfacing 

COMMENT 

This will require the maximum design 
effort. 

While components for these different 
joints are required, still there are 
4 each for PV, and 12 each for SD on 
the station. 

Same as for Procurement. 

Different tools and fixtures are 
required, although some commonality 
i s  expected. 

Three different types are required. 

With individual design the weight i s  
kept to a minimum. 

With oversizing and weight kept to a 
minimum some relative loss of reliability 
is expected. 

A simple design is expected. 

Requires the maximum variety and quantity 
of spares. However, consideration should 
be given to the actual number of 
each joint. 

Requires the maximum variety. Still 
considerations are given to the number o f  
each joint. 

TOTAL 

RAT I NG 

0 

7 

7 

3 

0 

10 

5 

10 

3 

7 

52/100 
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TABLE 7.2-2 

COMMONALITY OF JOINTS FOR THE STATION SO & PV AND A SPECIAL ONE FOR THE 
PLATFORM - (OPTION B) 

ELEMENT 

Design Effort 

Procurement 

Manufacturing 

Assembly and 

Pac kag i ng for 
the NSTS 

Weight 

Re1 i abi 1 i ty 

Mai ntai nabi 1 i ty 
(EVA) 

Spares 
( O W  
I nterf aci ng 
Hardware 

COMMENT RAT I NG 

Two different designs are required. 

16 out of 18 joints have the same elements. 

Some slight difference between the 

5 

9 

a 
Station PV & SD. 

Number of different tools and fixtures 6 
is low. 

Two different package types are required. 5 

Some weight growth i s  expected on the station 
and the platform joint. 

6 

Reliability should increase with the 7 
slight overdesign o f  the station PV 
joint. 

Same as Option A. 10 

The number of spares are low. 8 

There is a high interface uniformity 9 

TOTAL 73/100 
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TABLE 7.2-3 

COMMONALITY AMONG THE STATION SD & PV AND THE PLATFORM JOINTS 
(OPTION C) 

ELEMENT 

Design Effort 

Procurement 

Manufacturing 

Assembly and 
Testing 

Pac kag i ng for 
the NSTS 

Weight 

Re1 i abi 1 i ty 

Maintainability 

(ORU) 

Int erf ac i ng 
Hardware 

COMMENT RAT I NG 

Single design is required with some 9 
minor differences. 

Single - uniform effort. 10 

Only slight differences. 9 

Uniform tools and fixtures with slight 
differences. 

9 

Uniformity maximized - some differences 
still exist 

8 

The overall weight is highest. 2 

With overdesign for the Station PV and a 
the pl atform, the re1 iabi 1 i ty improves. 

Same as Option A. 10 

The number o f  spares are the minimum 
possible. 

Maximum uniformity, with sl ight differences. 

10 

9 

TOTAL a5/ 100 
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TABLE 7.2-4 

COMPARISON MATRIX 

APPROACH 

A. Individually 
designed joints 

B. Station beta 
joint same, 
pi atform joint 
un i que 

C. All joints are 
practically the 
same 

PRO 

Minimum weight. 

All elements are 
above average. 

Spares minimized 
re1 i abi 1 i ty maxi - 
mized. All advan- 
tages of common- 
a1 i ty are maximi zed. 

CON 

Everyt h i ng el se 
particularly ORU 
spares are the 
maxi mum. 

No one particular 
el emen t s . 

Weight will be the 
highest. 

RATING 

52 

73 

a5 

The advantage of approach B over approach A is pronounced. 
commonality is not as strong when comparing approaches C and B, for the 
fol1 owing reasons : 

The case for 

There are six beta joints on the IOC station, which after growth 
expand to sixteen, of which twelve are for the SO and four are 
for the PV. 
commonality o f  the beta joints on the station affects 22% of the 
joints, while the alpha joint on a platform affects only 11% of 
the joints. 

There are only two joints on a platform. Hence, 

The contribution o f  platform joints to the overall commonality 
is balanced by the expected increase in weight of the platform 
joint. This is not the case on the station, i.e., no 
significant weight penalty to the station PV beta joints, due to 
its commonality with the SD joint i s  expected. 
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Roll rings were included i n  a l l  j o i n t s .  A case  can be made f o r  f l e x i b l e  
c a b l e s  i n  the  be ta  j o i n t s  f o r  the s t a t i o n .  However, i t  was assumed t h a t  roll 
r i n g  r e l i a b i l i t y  w i l l  be equal t o  o r  b e t t e r  than f l e x i b l e  cab le  r e l i a b i l i t y .  
Furthermore, i t  was assumed t h a t  l e s s  spa res  a r e  r equ i r ed ,  and t h a t  the  O R U  
maintenance f o r  the r o l l  r i n g s  i s  no more d i f f i c u l t  than t h a t  f o r  f l e x i b l e  
cab1 es. 

I t  is  recommended t h a t :  1) full  commonality f o r  the s t a t i o n  be ta  j o i n t s  
and the p la t form alpha j o i n t  be employed; 2)  the p la t form a lpha  j o i n t  d e s i g n  
and commonality be reeva lua ted  when the exac t  a lpha  j o i n t  t o  p la t form i n t e r f a c e  
i s  known; and, 3 )  r o l l  r i n g s  be u t i l i z e d  throughout the s t a t i o n  and p la t form 
j o i n t s .  
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7 . 3  CONCENTRATOR STRUCTURE TRADE STUDY 

7.3.1 Summarv 

The preliminary structure dynamics design analysis, reported in the June 
Issue of DRO2, in support of the Solar Dynamic (SD) concentrator, interface 
structure and fine pointing controls was updated. 
analysis was to obtain greater stiffness and better optical qualities for a 
novel concentrator fine pointing mechanism and interface structure concept. 

The objective of the updated 

The specific goal was 
and coup1 ed structura 
were derived from the 
pointing control loop 
con t rol/struc t ure i n t 

to evaluate the new configuration with respect to mass 

desire to separate structural modes from the fine 
bandwidth (0.SHz) by a factor of two, to preclude 
raction. It was concluded from the results of this study 

vibration modes. Modal frequency constraints (2 1 Hz) 

that the new fine pointing mechanism/interface structure configuration is both 
low i n  mass and sufficiently rigid to effectively avoid modal frequencies below 
one Hertz. 

7.3 .2  Reflective Surface Confiauration 

The reflective surface configuration reported in the June issue of OR02 
consisted of a hex-truss modular construction using graphi te-epoxy support 
beams for mirrored facets. For convenience, each hex-truss was modeled as 12 
major beam elements, with the weight of hinges, latches, beam elements and 
facets lumped at the various circumferential and interior nodes. The actual 
reflective surface configuration previously employed 42 graphi te-epoxy beam 
elements per hex-truss, with each major beam element represented by two beams, 
and 18 additional interior support beams. The additional interior beam 
elements were modeled as mass at the nodes, and a 50% increase in element 
bending stiffness was assumed. 
double beam elements joined at the vertices. 

Adjacent hex truss modules were represented as 

No structural consideration was given to latch and hinge installations. 
Final mass for the previous isolated structure model of the reflective surface 
subassembly was 532 kg (1174 lbs). 
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Since the June submittal of DR02, the design of the reflective surface has 
been simp1 ified and the mass previously analyzed significantly increased. 
the point of view of effectively modeling the reflective surface, independent 
models of the isolated reflective surface with the current configuration and 
mass, showed a significant increase in overall stiffness, in spite of the 
increase in mass. The increased stiffness was attributed to an improvement in 
the refl ective surface support structure*. 
configuration, described in section 2 .2 .3 ,  now closely matches the previous 
model. 
including the current mass, showed no degradation in stiffness, the reflective 
surface model was not changed. 

F r o m  
a 

The current refl ective surface 

Since the isolated reflector model of the current configuration, 

7 . 3 . 3  Interface Structure And Strut Confiauration 

Figure 7.3-1 depicts the previous and current integrated interface 
structure, strut and reflective surface assembly configuration. The previous 
interface and strut structure is represented by a three-point space frame 
network, made up of a back-up truss, main mas.t, supporting struts and "T-brace" 
interface structure assembly for attachment to the beta joint and mounting of 
the PCU equipment. 
a prismatic truss space frame, reinforced by a triangular frame, made u p  of 
equal diameter struts; and a double ring-gimbal fine pointing mechanism, 
attached to a space frame interface structure superstructure mounted to a base 
plate. In both the previous and current configurations, all frame elements are 
of filament-wound graphite-epoxy construction. 
summarized in Table 7.3-1 

The current configuration of these items is represented by 

Frame element sizing i s  

In the previous configuration, the reflector-end of each strut and the main 
mast was allowed to rotate in two directions but prevented from free-torsional 
motion, so as to simulate the existence of actuators and universal joints to 

~~ ~~~~ 

* JA6763 "Solar Dynamic Reflector Final Report for Space Station Work Package 4 
Phase B Program", 30 September, 1986, Harris Corporation, Me1 bourne, FLA. 
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IOC SO CONCENTFATOR - ORICiIHF(L TRUSS - 2070 LBS 
UNOEFORKD GEORETRY - 5/38/86 

Reflective Surface 

Ac tua t i on/Support 
Struts 

Interface Structure 7 

Figure 7.3-la - Previous Concentrator Model Configuration 
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Figure 7.3-lb - Current Concentrator Model Configuration 
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a articulate the reflector in pitch, yaw and, for some cases, focus. Total mass 
of the previous configuration concentrator and support structure was 941 kg 
(2070 1 bs) . 

TABLE 7 . 3 - 1  
PREVIOUS AND CURRENT CONCENTRATOR STRUCTURE ELEMENTS 

ITEM PREVIOUS DIMENSIONS CURRENT DIMENSIONS 
OD (in1 X WALL (in) OD (in) X WALL ( i n )  

Back-up truss 
Strut 
"T" Vertical 
"T" Horizontal 
Main mast 
Gimbal Ring 
Gimbal Ring Supports 
PCU Supports 

2 x 0.100 
2 x 0.100 
9 X 0 .375 
6 X 0.250 
12 X 0 .500 
Not Appl i cabl e 
Not Applicable 
Not Appl i cabl e 

3 x  0 .043 
3 x  0 .043 
Not Appl i cabl e 
Not Appl i cabl e 
Not Appl i cabl e 
9 (torus) X 0 . 3 7 5  
6 0.25 
6 0 . 2 5  

The current reflector support strut ends are modeled as fixed connections. 
The mass of the current configuration for the interface structure and struts 
has been updated in the model. The detailed design descriptions of the fine 
pointing mechanism, struts and interface structure are contained in sections 
2 . 2 . 3  and 2 . 2 . 5  respectively. 

7 . 3 . 3 . 1  Previous Confiqurat i on Anal vsi s Results 

Figure 7 . 3 - 2  illustrates the first flexible mode of the coupled structure 
for the case where the transverse boom-end of the main mast is considered 
cantilevered, (i .e. clamped in all six directions). The first three modes are 
summarized bel ow: 

First mode - .I29 Hz mast torsion, some bending about the 
ref1 ector diameter 

Second mode - ,538  Hz first reflector diametral bending 

Third mode - .572 Hz reflector diametral bending orthogonal to 
the second mode 

The reflective surface back-up truss i s  participating in the second and 
third modes; however, it was not considered a candidate for stiffening as the 
target mass had already been exceeded. a. A study was made to evaluate the 
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Figure 7.3-2 Previous Configuration First Mode 
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effects of removing the back-up truss network, which resulted in a 55 kg (120 
lb) mass saving, however, the second and third modal frequencies were lowered 
by a factor of two from already unacceptably low values. 

7.3.4 Previous Confiquration Alternative Conceots 

Figures 7.3-3 and -4 illustrate three alternative concepts used to connect 
and control the concentrator, all with the aim of meeting target mass and 
frequency characteristics. All these designs were characterized by high mass 
(>lo45 kg) and low modal frequencies (~0.5 Hz). 
point actuation for maximum stiffness, some with rear mounts for minimum solar 
blockage, some with front mounts for minimum mass. 

All designs employed four 

An independent evaluation of the structural dynamics of a 6-strut 
concentrator support configuration was completed. 
Figure 7.3-5.  

mode frequency was 2.03 Hz. 
configuration model for integrated analysis. 

The design is illustrated in 
This configuration met the target mass criteria and i t s  first 

Consequently, it was included in the current 

7.3.5 Oesian ODtimization Usina Transverse Boom-TvDe Construction 

Using a truss network design analogous to transverse boom construction, a 

The truss consists of pinned-pinned tubular struts of 
rear-mount four-actuator configuration was generated, as illustrated in Figure 
7.3-6, and analyzed. 
2-in 00 x .060-in wall constructed of graphite-epoxy composite. Moment release 
is provided in two directions at the concentrator end of each of the four 
actuators. Actuator connection is at the four vertices of the center hex 
module, thus dictating truss bay dimensions of 1.8m (6 feet) high by 3.7m (12 
feet) deep. Total mass of this type of configuration, based on the previous 
reflector, is 773 kg (1700 lbs). For articulating the concentrator in pitch, 
yaw and focus, four actuators are a viable alternative to three, dual-redundant 
actuators in terms of fail-operational characteristics. Trade-offs exist with 
regard to mass and cost penalties associated with the use of three dual 
redundant actuators versus four non-redundant actuators, each with a 
declutching capability. Optimization of the control loop is addressed in 
Section 7.4. 

7-16 



Y 

Y 

Figure 7.3-3 A1 ternate Concepts 

7-17 



Figure  7.3-4 A1 ternate Concepts (continued) 
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Figure 7.3-5 S i x  Strut Reflector Structure Conf igu ra t ion  
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Figure 7.3-6 Back Mounted Truss Configuration 
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7.3.5.1 Truss Concentrator SuDDort Modal Anal vsi s e 
Vibrational modes derived for the design illustrated in Figure 7.3-6 

include a 1.089 Hz first mode consisting of reflector diametral bending, shown 
in Figure 7.3-7, and a 1.255 Hz second mode, consisting of bending of the 
actuators and some fore-aft bending of the upright interface structure. 
second mode could benefit from structural stiffening at the actuator attach 
points. 

The 

7.3.5.2 Truss Desiqn ODtimization 

By way of design iteration, the configuration illustrated in Figure 7.3-6 
was modified such that the truss top and side sway braces were changed from 
being parallel to the orientation depicted in Figure 7.3-8. 
in structure mass resulted, this simple change yielded a 3% increase in the 
first modal frequency. Recent concerns about the availability of EVA 
resources, and their priority of application during concentrator assembly, have 
resulted in a de-emphasis of the truss type reflector support concept. 

Although no change 

7.3.6 Three-Actuator Truss Desian 

In support of the three-versus-four actuator trade study, the interface 
structure configuration illustrated in Figure 7.3-8 was modified to permit the 
use of three fine pointing control actuators, instead o f  four. This new 
configuration i s  illustrated in Figure 7 . 3 - 9 .  No net weight savings was 
realized i n  t h i s  case, a s  structural st i f fening a t  the actuator base was 

necessary, thus yielding the 773 kg (1700 l b )  structure mass as before. Net 
mass savings would probably be realized in final optimized detail design of 
this configuration. 

7.3.6.1 Three-Actuator Confiquration Modal Analysis 

The first mode calculated for the three-actuator configuration with mount 
stiffening is provided in Figure 7.3-10. As in all cases, the transverse boom 
end of the support truss i s  considered cantilevered. 
7.3-10, the first system mode at 1.033 Hz involves only participation by the 
reflector. The 1.158 Hz second mode and 1.231 Hz third mode are the result o f  

As seen from Figure 
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Figure 7.3-7 Back Mounted Truss Configuration First Mode 
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IOC CONCENTRFITOR - W E  2-IN X .4)68-I1J REU A TRUSS - 1704) LP 
UNOEFORKD GEOMTRY - 6 4 / 3 6  

Non-Para1 1 el 
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Figure 7.3-8 Modified Back Mounted Truss Configuration 
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Figure 7.3-9 Three Actuator Back Mounted Truss Configuration 
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Figure 7.3-10 Back Mounted Three Actuator Configuration First  Mode 
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coup1 ing between the reflector and support structure. 
and third modes would benefit from a more optimized truss design, the critical 
first mode is not significantly affected by the truss structure configuration. 
Based on the results o f  this investigation, it can be concluded that target 
mass and structural frequency constraints can be met with three fine-pointing 
control actuators. However, additional modal frequency margin can be obtained 
using four fine pointing control actuators. 

Thus, while the second 

7.3.7 Front Mountinq Interface Structure 

By way of design iteration, a candidate interface truss structure was 
conceived wherein mounting provisions are made from the reflective surface side 
of the concentrator, rather than the rear side. 
from reduced mass, due to the shorter reach t o  the receiver aperture. Figure 
7.3-11 illustrates one such candidate design. 
negative impact of such front mounting on solar energy intercept due to truss 
shadowing was not quantitatively assessed. 

This configuration benefits 

It is noted that the significant 

Mounting provisions are made for three actuators with mount stiffening as 
before. To minimize mass, attachment beams have been installed at the lateral 
vertices of the center hex module,for this concept, thus yielding truss bay 
dimensions of 1.8m (6 ft) by 1.8m (6 ft). 
consist of lOcm (4-in) x .4mm (.150-in) filament wound graphite-epoxy tubes. 
Total mass for this configuration is 677 kg (1490 lbs). 

Mount beams on the center hex 

7.3.7.1 Front Mounted Truss Modal Analysis 

The first mode calculated for this design is illustrated in Figure 7 .3 -12 .  
Here again, the lower modes can be characterized as being dominated by 
reflector modes, with limited participation by the support structure. The 
1.063 Hz first mode and 1.276 Hz second mode are mainly concentrator diametral 
modes with vertical and lateral node lines, respectively. The 1.359 Hz third 
mode can be characterized as vertical bending of the fine-pointing actuators 
and support mount with vertical translation of the concentrator. Some 
improvement in the modal frequency of this mode can be achieved with optimized 
actuator mount design. 
equal support structure mass and decreased reflector shadowing of the current 0 

Due to the essentially equivalent performance with 
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Figure 7.3-11 Front Mounted Truss Configuration 
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Figure 7.3-12 Front Mounted Truss Configuration First Mode 
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configuration, the front mounted truss configuration was not selected. 

7.3.8 Current Confiquration 

The current configuration, shown in Figure 7.3-13, was synthesized as a 
result of structural dynamics and optical performance (see section 7.4) 
drivers. 
use of a double ring-gimbal mechanism supported by an A frame attached to the 
interface structure. 
fine pointing mechanism and the interface structure. 
mass penalty associated with the fine pointing mechanism (which has not yet 
been mass optimized) but allows an engineered solution to the problem of 
concentrator stiffness through independent stiffening of the gimbal rings. The 
dimensions of the structural elements of the current configuration are listed 
in section 7.3.3. 

This configuration achieves the fine pointing function through the 

The linear actuators are currently located between the 
this configuration has a 

7.3.8.1 Current Confiauration Analysis 

The current configuration first mode is .illustrated in Figure 7.3-14. 
this case the lower mode, 0.976 Hz., which is the sixteenth transverse boom 
mode, is characterized by gimbal ring bending out of plane, with a significant 
contribution form the beta joint, resulting in a concentrator rigid body sway. 
The second and third modes are 1.37 Hz. and 2 . 0 9  Hz respectively. 
improvement in stiffness to weight of this configuration can be achieved by 
optimizing the gimbal ring design. Based on the currently available 
improvement in structural and optical performance offered by this concept (see 
section 7.4) over the previous concept and its derivatives, this concept was 
selected and is recommended as the final preliminary design reference 
configuration for the concentrator structure. 

I N  

\. 

Some 
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Figure 7.3-13 Current Configuration 
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Figure 7.3-14 Current Configurat ion First Mode 
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7.3.9 Concl usi ons 

I t  was concluded from the resul ts  o f  t h i s  study t h a t  the mass constraints 
and modal frequency requirements for the coup1 ed ref1 ector/structure system a r e  
achievable using the current configuration. 
four fine-pointing control actuators provide a reasonable amount of margin i n  
the fundamental frequency. I t  i s  expected that  issues of fa i lure  modes and 
effects ,  cost ,  and maintenance outweigh the structural  benefits of  the four 
actuators. 
be addressed w i t h  regard t o  design optimization of the current structure and 
f ine p o i n t i n g  control methodology. These include, EVA time for  assembly, STS 
packaging commonality w i t h  other Space S t a t i o n  structural  and assembly 
elements, levels  of tolerable degraded power t o  the user, the effects  of  
structure j o i n t  deadband, s t ic t ion  i n  multi-jointed structures,  and redundancy 
management, i f  any, for the fine-pointing control loop.  

I t  has similarly been shown t h a t  

Lastly, a variety o f  issues not  i n  the scope of t h i s  study need t o  
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7.4 CONCENTRATOR CONTROL OPTIONS 
e 

7.4.1 Summarv 

A fine-pointing concentrator control o p t i o n  evaluation was completed i n  
support of the concentrator preliminary design. 
t o  evaluate several fine-pointing control concepts i n  terms of  control l o o p  

logic and s u i t a b i l i t y  for this  application. 
these concepts was a1 so evaluated. The evaluation c r i t e r i a  included control 
simplicity, authority and error  budgets, as well as optical performance. 
specific objective was t o  identify the concentrator control requirements and t o  
specify concentrator control performance. The control 1 oop bandwidth was 
selected a t  0.5 Hz, based on structural dynamics and Space S t a t i o n  controller 
bandwidths inboard of the SD subsystem. I t  was concluded, as a resul t  of t h i s  
study, t ha t  viable control loops for  concentrator fine-pointing control can be 
of a simple variety and tha t  the optical performance of the reference 
configuration i s  acceptable, based on the d a t a  obtained t o  date. 

The objective of the study was 

The optical performance o f  four o f  

The 

7.4.2 Strut/Universal J o i n t  Confiaurations and ODtions 

I n  previous issues of DR02, the reference concept for fine-pointing 
actuation employed a steerable ref lector  oriented by shortening or lengthening 
two of three struts connecting the concentrator t o  the interface structure,  as 
shown i n  Figure 7.4-1.  Five 2-axis  universal j o in t s  were used t o  avo id  bending 
moments in the struts or ref lector  structure.  W i t h  length-positioning 
actuators on two of the struts, the concentrator may be pitched or t i l t e d  a b o u t  
the parabola vertex w i t h  respect t o  the interface structure which i s  n o t  shown 
i n  the Figure. 
structure,  i t  i s  possible t o  orient the ref lector  continuously so t h a t  i t s  
concentrated image i s  centered i n  the receiver. 

Since the receiver i s  r i g i d l y  attached t o  the interface 

This optical system, however, presents three issues: (1)  A t  any o f f - a x i s  

sun angle, the focus will be displaced w i t h  respect t o  the receiver aperture; 
( 2 )  A t  an o f f - ax i s  angle, the focal spot will expand and d i s t o r t ;  (3)  The 
structural  s t i f fnes s  of the system is  primarily limited by the s t i f fnes s  o f  the 
mast s t r u t .  Each of these three issues i s  discussed elsewhere i n  t h i s  section. 
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In response to these issues, three major configuration options were 
evaluated : (1) An integrated system of the type presented by LeRC on April 
16-17, 1986 (Figure 7.4-2); and (2) a variation on the previous reference 
concept with respect to strut, universal joint, and actuator arrangements, 
illustrated in Figure 7.4-3; and the concept which was ultimately selected as 
the current reference, shown in Figure 7.4-4, wherein the fine pointing 
mechanism consists of a dual ring-gimbal and two linear actuators mounted on 
the interface structure. 

The integrated concept, Figure 7.4-2, avoided all three issues cited above 
for the previous reference concept. In trade, however, the greater inertia o f  
the integrated concept required increased actuator loads and power, flexing of 
fluid lines, and perhaps, increased stiffness of the transverse boom. 

Nevertheless, the integrated concept remains an attractive option and i s  a 
strong a1 ternative to the current reference concentrator fine pointing 
configuration. 

The second candidate was a variation on the previous reference concept. 
This concept, herein termed the "nominal- alternative" concept is shown in 
Figure 7.4-3. Because its struts are fixed at their bases, all participate in 
structural resistance to disturbances about the optical axis-- which, as 
discussed in Section 7.3, was the weakest mode for the previous reference 
concept. In addition, because all struts are actuated, a second deficiency o f  

the previous reference concept is resolved; i.e., the focus can be positioned 
along the receiver optical axis. However, this concept can have, under some 
circumstances, a smeared and distorted focus which affects the solar intercept 
factor. 

a 

The third candidate, shown in Figure 7.4-4, features a two axis fine pointing 
mechanism which gimbals the reflector independently of the PCU, resulting in a 
low gimbaled mass and modest coarse and fine pointing parasitic power 
requirements. The two-axis fine pointing mechanism kinematically constrains 
the reflector focal point and effectively eliminates translation o f  the focal 
point with respect to the receiver aperture, resulting in a simplified optical 
system. However, this candidate has a greater fine pointing inertia than the 
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Figure 7.4-2 Integrated A1 ternate Concept 
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previous reference concept. 
axis is 150% of that of the previous reference concept. 
axis parallel to the beta axis is about 3 times that of the previous reference 
concept. 
of the integrated concept. 
judged to be acceptable in terms of the linear actuator forces required. This 
candidate also exhibits a 300 lbm penalty with respect to the previous 
reference concept. In spite o f  these detrimental features the third candidate 
was selected on the basis o f  superior optical performance, structural stiffness 
and control simp1 icity. 

The inertia about an axis parallel to the a l p h a  
The inertia about an 

However, the inertia of this concept is significantly lower than t h a t  
The increased inertia of the third candidate was 

7.4.3 Fine-Pointina Control 

7.4.3.1 Reauirements 

The objective o f  the Fine Pointing Control Loop (FPCL) is to maximize the 
amount o f  solar energy intercepted by the receiver. 
OR-19, DP 4.2) have shown that the overall solar dynamic power subsystem is 
optimized when the FPCL is capable of pointing within 0.1 degree for the CBC SO 
subsystem, which has the most stringent pointing requirement of the two cycles 
under cons i derat i on. 

Prior studies (e.g., 

G~ 

This requirement, then, has been levied on the FPCL and is defined as 
follows: 

The centroid of the "Circle of Least Confusion'' (CLC)* shall 
lie within a radial displacement of Cr , the center of the 
receiver aperture--as measured within the plane of the CLC. 
The time average o f  Ce shall be equal to or less than 0.1 
degrees during the sunlit phase o f  any orbital period--with 
an estimated confidence of at least 99.7%. 
in Figure 7.4-5. 

E,- and & are defined 

The FPCL shall satisfy the above requirement within the environment created by 
the Space Station (SS) orbital state, control system, and operations. 
environment is briefly out1 ined below. 

* The CLC is described in Fundamentals of Optics, Jenkins and White, McGraw 
Hill, 1957 

This 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
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C i r c l e  o f  Least 

Confusion (CLC) Fine Pointing Error  

€ e =  E ~ / F  
Where F = Fccal Lencth o f  the Parabola 
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Figure 7.4-5 Definition of Fine Pointing Error Terms 
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7.4.3.2 Environment 

1. Motions and distortions of the solar dynamic power module induced by 
the orbital state. 
1.1 Solar/thermal -induced distortion of the concentrator 

structure; i .e., eclipse transients and shadowing. This i s  
a long-period effect which can cause uncertainty regarding 
the intercept factor. 
Aerodynamic drag-induced distortion of the concentrator 
structure/figure. 

1.2 

2. Gimbal control of the alpha/beta joints. 
2.1 Long-period ( << 0.01 Hz) misalignments of the alpha/beta 

joints due to initial installation, thermal expansion, 
and/or mechanical creep in the boom structure. This effect 
creates an offset which must be corrected by the FPCL and, 
therefore, drives the dynamic range of the system. 

2.2 Short-period ( >> 0.01 Hz) dynamic motion of the alpha/beta 
joints due to joint non-linearity and control system 
cycling. These dynamic motions will result from alpha/beta 
joint control lags, joint backlash, and flex modes of the 
transverse boom as affected by SS attitude control and 
operations . 

3 .  Transients induced by aperiodic events such as orbiter berthing, 
manipulator operations, and SS propulsion ( i  .e., orbit make-up and CMG 
desaturation). 

I 

These environments are, of course, subject to uncertainty at this time--but 
reasonably bounded values may be derived for the most serious factors affecting 
the FPCL performance. 

1 
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7.4.3.3 Control LOOD ConceDt 

Figure 7.4-6 characterizes one of the major control issues affecting the 
design of the FPCL. The issues are: 

1. The fine-pointing control bandwidth must be high enough to preclude 
interaction with the control modes of the alpha/beta joints, and low 
enough to avoid structural interaction with the concentrator and 
support structure. 

2 .  There must be sufficient gain to achieve the required pointing 
accuracy in the presence of the disturbance environments. 

Data from Work Package 2 indicates that the control frequency for the 
alpha/beta joints will be about 0.04 Hz. Finite element evaluations (reported 
in Section 7.3) indicate that a light-weight concentrator structure with at 
least a 1 Hz fundamental mode is achievable. Therefore, a window of nearly 
1-1/2 decades exists for setting the control frequency. On this basis, the 
loop gain has been tentatively set to achieve cross-over at approximately 
0.2 Hz. 

The fine-pointing control concept is schematically illustrated in Figure 
Multiple sensors are rigidly attached to the reflector at a location 7.4-7. 

near the strut/refl ector joint. 
relative to the plane formed by the strut-concentrator junctions. 
of this plane relative to the receiver can be derived from knowledge of the 
strut lengths and the receiver position referenced to the lower ends of the 
struts. 
procedures. 
uncertainties in these data.) 
determination and also processes position and rate data to achieve stability 
margins. 
required for each of the two linear actuators 

The averaged sun vector is therefore derived 
The position 

These data are available from fabrication and initial a1 ignment 
(A  following discussion of error budgeting will address the 

The controller processor effects this 

In addition, this processor determines the length adjustments 

Since the receiver is rigidly (for all practical purposes) attached to the a interface structure, the sensing of a sun vector error directly translates into 
a sensed alpha and beta displacement which must be corrected by rotating the 
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concentrator about the pivot point of the reflector located at the reflector 
focal point or vertex, depending on the pointing concept. This rotation is 
accomplished by extending and/or shortening two linear actuators. As shown i n  

Figures 7.4-3 and 7.4-7, equal motion of the struts causes rotation about the 
reflector's X axis; differential motion causes rotation about the Y axis. The 
resulting actuator displacements are fed back from position and rate sensors 
which are integral to the actuators. 
employing the dual ring-gimbal kinematics are slightly different in that the 
gimbal plane is not normal to the optical axis. Furthermore, the fine pointing 
control concept is simpler since length sensing is not required. 

The two-axis fine pointing mechanism 

7.4.3.4 Fine Pointins Error Budset 

An overall appreciation of the fine pointing accuracy requirement (0.lo, at 3 
sigma) may be gained by an examination of the gross pointing error i n  the 
alpha/beta joint control system. This gross error i s  estimated as 2' per 
axis (3 sigma) resulting from the sources listed in Table 7.4-1. 

Table 7.4-1 
Estimated Pointing Error for Alpha/Beta Joints 

Source Error, deq 

Knowledge of Sun Vector 0.1 
Positioning of Alpha/Beta Joints 1.1 

Boom Distortion 1.7 

Mechanical S1 op 1.0 
Control Lag 0.5 

RSS error at Receiver (Z-axis) 2.0 

Section 2.1.3 references a study which indicates that the alpha and beta 
joint contributions to this estimated error are.conservative. From the above 
and the fine pointing requirement o f  0.lo, it is noted that the dynamic range 
for fine pointing is a factor of 20; normally considered a quite modest 
requirement. The current concern, however, is the uncertainty regarding the 
bandwidth of the gross pointing of the alpha/beta joints and the disturbances 
transmitted through the joints; i.e., what fraction of the 2.0' is dynamic 
and how much of the dynamic fraction may reside above 0.1 Hz. At this time, 
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our judgment is that no significant disturbances will propagate to the beta 
support structure in the band above 0.1 Hz. 

An initial allocation has been made for the pointing error of the FPCL; 
this allocation is given in Table 7.4-2. 

Table 7.4-2 

(3 sigma values) 
Fine Pointing Control System Error Budget 

Source 

Sun Sensors 
Sun Sensor A1 ignment 
Concentrator Distortion 
Sun Vector Processor 
Initial Strut Alignment 
Strut Thermal Expansion 
Mechanical Creep 
Actuator Position Sensor 
Control 1 er Processor 
Control Dynamics 

Total (1-axis) 
Total (Z-axes) 

Basis 

State-of -Art 
Judgment 
Judgment 
Judgment 
Judgment 
Estimate 
Judgment 
State-of-Art 
Judgment 
Judgment . 

Error. deq 

0.02 
0.03 
0.04 
0.01 
0.02 
0.01 
0.01 
0.01 
0.03 
0.02 

Root-Sum-Square* 0.07 
Root-Sum-Square* 0.10 

*Square root of the sums of the squares of each value 

The sun sensor state-of-the-art has demonstrated a 3-sigma precision o f  
less than 0.01 degrees which justifies the sensor budget established in Table 
7.4-2. Alignment of the sun sensors (0.03O) refers to the uncertainty in 
knowing where the axes of the sun sensors are with respect to one another 
within the structural coordinate system. Unpredicted distortions in the 
concentrator structure could cause an apparent shift in the sensed sun vector 
(even if the overall effect on irradiance at the receiver were zero) and 
thereby create an estimated pointing error of 0.04O. Since this is estimated 
to be the single largest independent contributor to the pointing error, care 
must be taken to ensure the thermal-dimensional stability of the concentrator 
structure. 

A conservative allowance of 0.01' has been made for approximations in 
the Sun Vector processor. 
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As previously stated, the previous reference control concept depended on 
knowledge of the lengths of the three columns (mast and two struts) supporting 
the concentrator. During initial alignment, it should be possible to 
adjust/calibrate the strut lengths to the equivalent of 0.02' precision; this 
represents a magnitude of 3mm length uncertainty for the struts. The current 
reference control concept does not. 

Following initial alignment and calibration, errors can accrue from 
thermal expansion and contraction and potentially from long-term ( i  .e., months) 
creep of the structure. 
structural materials and design for the structure, it should be possible to 
limit the error source to less than the allocated O.0lo. 
of 0.01' is considered conservative. 

Assuming low CTE (coefficient of thermal expansion) 

The creep allowance 

The linear actuators include position transducers which will resolve 
length changes of less than 1 mm, a value which i s  within the allocation 
(0.01') made for this source. 

Approximations and processing 1 imitations in the controller processor are 
conservatively assumed to contribute 0.03'. 

Finally, an allowance of 0.02' has been made for the combination of 
control system lags, overshoots, acquisition transients, shadowing biases, and 
unknown sources. 

The above sources are considered to be single-axis values: mutually 
exclusive and stochastic. When these sources are combined, therefore, they 
root-sum-square to a single-axis budget of 0.07', and the two-axis value is 
the square root of 2 (1.4) times the single-axis value. 

The allocations given above are believed t o  be achievable within 
practical design practices. 
Phase C/D to verify this budget. 

However, detailed analyses are required during 
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7 . 4 . 4  ODtics Analvsis 

7 . 4 . 4 . 1  Introduction 

Previous issues of DR02 documented preliminary modeling e f for t s  used t o  
evaluate the previous reference and two al ternate  pointing methods. 
basis of these limited optical performance analyses, i t  was concluded, a t  l eas t  
tentatively,  that  any of the three configurations evaluated could be made t o  
work. 
reference concept was selected. 

On the 

In ranking the optical performance of each configuration, the ‘previous 

7 . 4 . 4 . 2  Recent Activit ies 

I t  was subsequently found,  through more detailed optical modeling 
performed by GTRI, t h a t  t h e  worst  case s p i l l a g e  o f  the p r e v i o u s  reference 
concept could be as high as 19% of the receiver power dur ing  the worst case 
corrected alpha pointing error s t a t e .  This dr iver ,  along w i t h  the complexity 
of  the proposed control loop  and the structural  softness, documented i n  section 
7 . 3 ,  drove the p o i n t i n g  concept toward the current configuration, described i n  
section 2 . 2 . 3 .  

The current configuration i s  optically constrained i n  that  the target 
receiver may rotate  b u t  not  t ranslate  w i t h  respect t o  the C L C .  Thus i t  i s  
suff ic ient  t o  evaluate the sensi t ivi ty  of the receiver t o  +2 degree rotations 
about  the focal point t o  characterize the non-zero p o i n t i n g  error optical 
performance o f  the concentrator. 

A preliminary evaluation of the sensi t ivi ty  of  the receiver f l u x  p r o f i l e  
and intercept factor t o  alpha axis receiver r o t a t i o n  was performed by GTRI .  
Receiver ro t a t ions  of 52 and 51.25 degrees w i t h  respect t o  the ref lector  
optical axis were modeled. The resul ts  are shown i n  Figure 7 . 4 - 8 .  A 0 . 7 5  
degree change i n  the receiver r o t a t i o n  decreased the receiver average power by 
a negligible 0.3%. 
minimum and peak f l u x  are shifted b u t  n o t  increased or decreased. 

I n  t i l t i n g  the receiver from 52 t o  51.25 degrees the 
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7.4.4.3 Concl usi ons 

The results of the current optical analysis indicate that the optical 
performance of the current reference is significantly better than that of any 
other pointing concept a1 ternatives considered except the integrated concept. 
On the basis of the improved optical characteristics and upon significant 
advantages in natural frequency value, the 2-axis gimbal concept has been 
selected as the reference case. 
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7.5 CONCENTRATOR DEPLOYMENT TRADE STUDY 

7.5.1 Introduction 

Preliminary trade study was completed and documented in the June issue o f  
DR02 which identified a feasible concept for the deployment of the hex-truss 
elements of the reflective surface of the concentrator. Based on the available 
requirements and constraints at that time, a power-pack-assisted, EVA 
deployment method was selected as the most cost effective approach. 

However, since the conclusion of that study, new concerns have been 
raised, as part of the CETF activity, which indicated this trade should be 
revisited. more detailed trade study was completed which resulted in the 
selection of the current all latch erectable reflector configuration. 

7.5.2 Alternatives Considered 

Five alternate concepts were considered for the on-orbit assembly of the 
reflector subassembly. They included: a fully automatic, motorized, 
hinged/latched concept requiring no EVA for assembly; a fully deployable, 
non-motorized, hinge/latch concept requiring no EVA; a hinge/latch concept 
which is part EVA, part IVA assembly wherein all the panels are connected with 
hinges; a hinge/latch concept which is part EVA, part IVA assembly where the 
assembly o f  three groups of hex-trusses i s  required; and a latch only, all-EVA 
assembly concept. These concepts are designated A through E, respectively. 
They are illustrated in Figure 7.5-1. Concept D was the reference concept 
prior to this trade study. 

7.5.3 Selection Criteria 

The quantitative selection criteria used in the trade study are shown in 
Table 7.5-1. They include EVA and IVA resources required to assemble, overall 
program risk, and overall reflector subassembly program cost. Qualitative 
selection criteria, also shown in Table 7.5-1, were also used as 
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Table 7.5-1 
DEPLOYABLE/ERECTABLE REFLECTOR TRADE STUDY CRITERIA 

Criteria Weishtinq Factor 

Ouantitative Criteria 

EVA/IVA Resources Required 4 

Overall Program Ri s k 3 

Overall Program Cost 5 

Oual itative Discriminators 

Ground and Flight Support Equipment Requirements 
Stowed Volume and Weight 
Deployment Tooling for Assembly, Integration and Checkout 
Restow Capabil i ty 
Neutral Buoyancy Simulator Compatibility 
Deployment Envelope 
Structural Stiffness 

discriminators. They include: ground and flight support equipment required, 
stowed volume and weight, deployment tooling for AICO, restow capability, NBS 
compatibility, deployment envelope, and structural stiffness. The weighting 
factors were established based on a negotiated understanding of the relative 
importance of the quantitatively evaluated criteria. 

0 

7.5.4 Eva1 uati on Methodol O Q Y  

Each o f  the alternate assembly concepts was evaluated against the 
quantitative criteria by selecting one or more key parameters and using those 
as indicators. In the case of required EVA/IVA resources, a detailed timeline 
of EVA and IVA resource usage was developed for each concept. A summary o f  
this analysis is shown in Table 7.5-2. In evaluating the overall program r i sk  
of each concept, the key parameters were complexity of the AICO, and ground 
test facilities, probability of successful restow after 30 year life, Neutral 
Buoyancy Simulator compatibility, and EVA time allowance criticality. 
summary of the risk analysis is shown in Table 7.5-3. The evaluation of the 
overall cost was based on the estimated number of drawings required for the 
flight, flight support and ground support equipment included in each concept. 
This parameter has a good historical correlation to the relative program cost 
of 

A 
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Table 7.5-2 

I EVA/IVA TIMELINE COMPARISON 1 

CONCEPT 

DEPLOYlERECT ASSY TOWER 

REPOSITION RRS 

PREDEPLOYMENTOPNS 

DEPLOYMENT OPNS 

- P A N E L S  
-ROTATIONS @ ASSY(MAN) 

-UNLATCH PANELS 
- R MS TR A N SLAT10 N S  

TOTAL (EVA/IVA) 

TOTAL (MAN) 

- 
A 

S.O(IVA) 

7.0( IVA) 

36.0(1VA) 

(0148.0) 

48.0 

B 

1 0 .O( IV A) 

5.O(IVA) 

14.0( IVA: 

I31.9(IVAj 

13.5(1VA) 

5.8(IVA) 

(01180.2) 

180.2 

C 

1 O.O(IVA) 

5.O(IVA) 

19 (EVA] 

36.O(EVA) 
9 4  EVA) 

4.5(EVA) 
3.0(EVA) 

(72115.0) 

87 

D 

lO.O(IVA) 

S.O(IVA) 

55 (EVA) 

14  (IVA) 

36.O(EVA) 
9.5(EVA) 

4.5(EVA) 
5.5(EVA) 

(1 10.5129) 

139.5 

E 

5.0(lVA) 

1 l.O(EVA) 

36.O(EVA) 
B.O(EVA) 

1.5( EVA) 

(54.515.0) 

59.5 
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Table 7.5-3 

CONCEPT \ PAR AM ETE R 

~ 

RANK 

R I S K  BACKUP MATRIX 

E 
I I 

I 
I 

I 1 
o g  /OFFLOAD TOOLING IS SlGNlFlCANTLY 

GREATER FOR ALL HlNGElLATCH CONCEPTS: DEPLOY FACEUP, FACEDOWN, 
AND IN THERMAL VACUUM CHAMBER 

0 dUToMgZlC LATCH RELEASE, 
RESTOW, AND LOCKUP 
REQUIRED FOR NON EVA 
CONCEPTS - 30 YRS LIFE 

0 DRIVE UNITS 
MUST HAVE 
30 YR LIFE ' 
FOR RESTOW I 

o INDlVlDUAL 
PANEL 
OFFLOADl 
C/B WITH 
NO MOTION 

0 NBT REQUIRED BUT TANK DIMENSIONS LIMIT FULL SIZE TEST OF HINGED CONCEPTS 

0 NEUTRAL 
BOUYANCY 
TEST (NBT) 
LIMITED TO 
STRUT 
ATTACHMENT 
ANDIVA , 

0 NBT REQUIRED 
TO DEMON- 
STRATE RMS 
IIF'S AND 
CAPABILITY. 
COULD IMPACT 
DESIGN LATE 
IN PROGRAM 

CAPABILITY 
DOUBTFUL 

o R M S  

o EDGE WEDGES MAY STILL 
REQUIRE EVA TIME 

o EVA TIME 
CRITICAL 

o EVA TIME 
CRITICAL 

0 REOUIRES 
LESS 
ENVELOPE 
FOR NBT 

o EVATIME 
CRITICAL 

5 5+ 3 2 1 
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antennas produced by Harris Corp.,  the team member responsible for  the 
ref lector  subassembly. A summary of the overall cost evaluation i s  shown i n  
Table 7.5-4. 

The evaluation of the qual i ta t ive c r i t e r i a  was used as a check t o  be sure t h a t  
the quantitative c r i t e r i a  did not mask some important feature of any of the 
concepts. 
buoyancy simulation f a c i l i t y  compatibility. 
t o  restow capability. 
resource avai 1 abi 1 i t y  and a1 1 ocat i on. 

Concepts C and D are marginal with respect t o  existing neutral 

Concepts C and 0 are marginal w i t h  respect t o  EVA 
Concept A i s  marginal w i t h  respect 

7.5.5 Results 

The r e su l t s  of the evaluation are summarized in Table 7.5-5. Each of the 
concepts is evaluated against each o f  the c r i t e r i a  and ranked i n  the matrix.  
In the upper r ight  hand corner of each EVA/IVA and Program Cost matrix ce l l  the 
raw evaluation r e su l t s  are l i s t e d .  The r e l a t ive  ranking of each concept for  
each c r i t e r i a  i s  located in the middle of each matrix c e l l .  
1 t o  5, 1 being the highest r ank ing .  The c r i t e r i a  score fo r  each concept i s  
located in the lower l e f t  corner of each matrix c e l l .  The c r i t e r i a  score i s  
the product of the r e l a t ive  ranking and weighting fac tor ,  shown on the extreme 
r i g h t  side o f  the matrix. The to ta l  score i s  shown across the bot tom of the 
matrix. 

Rankings are from 

The lowest score indicates the highest ranked concept. 

The concepts were ranked E, C ,  D, A ,  and B. Concept E was clear ly  
Concepts A, C and D are f a i r l y  close together, superior t o  the other concepts. 

and concept B i s  significantly lower in the ranking. 

7.5.6 Conclusions and Recommendations 

The a l l  latch concept appears t o  be clearly superior t o  the other 
alternatives considered. In addition t o  i t s  high quantitative ranking, i t  i s  
the most f lexible  w i t h  respect t o  assembly location and method, and has a 
reasonable assembly time1 ine. 
and has been included in the reference preliminary design concept. 

The a l l  latch design i s  the recommended approach 
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Table 7 . 5 - 4  

GROUND 
SUPPORT 
EQUIPMENT 

I PROGRAM COST MATRIX I 

525 

F I  PARAMETER A 

FLIGHT 
SUPPORT 
EQUIPMENT 

TOTAL 

7 REFLECTOR 

195 

1612 

1.51 X I RELATIVE 
VALUES 

B 

807 

460 

195 

1462 

1.38X 

C 

71 7 

330 

320 

1367 

1.29X 

D E 

71 7 622 

I 

NUMBERS ARE COMPLEXITY FACTORS BASED ON THE DRAWING COUNT FOR EACH SYSTEM. 
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Table  7 . 5 - 5  

3 

B 
p.3x 

3 

15 ' 

EVNIVA I 
1 3 

3 
I l X  

2 5 

10 

OVERALL 
PROGRAM 
RISK 

40 

I E Y A M  
21 t-- 

TOTALS I 

REFLECTOR ASSEMBLY EVALUATION MATRIX 

=A=F 011 80.2 

25 120 

44 I 5 1 +  

I 
3 

12 
3 

3 

15 

36 

WEIGHTING 

11 0.5129 

6 I 
I 
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If, in the future, additional concern as to the availability o f  EVA 
resources precludes the selection of the all-latch design, then concept A ,  an 
all automatic deployment, could be utilized. 
automatic deployment schemes, such as robotic assembly be considered before 
this contingency is exercised. 

It is also recommended that o t h e r  
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7.6 ORC Radiator Method of Heat Rejection Trade Studv 

Results of an earlier radiator trade study (Number 81) were reported in 

1) a constructible radiator with round interfaces, 2) 
Section 7.1.8 of OR19 DP4.3. Three different ORC radiator concepts were 
evaluated at that time: 
a constructible radiator with a single, flat interface and 3) a deployable 
radiator using low capacity heat pipes. 

The second concept was selected for the preliminary ORC radiator design and 

The basis for this selection considered the following factors: 
a description o f  the current configuration appears in Section 2.2.4 of this 
document. 

1. Comparative cost 
2. 
3. Lowest weight 
4. Best match to flat ORC condenser interface 
5. 

6. Minimal departure from original NASA reference design concept 

Commonality with other Space Station systems 

Concept adapts to a constant temperature 
(condensing) ORC waste heat rejection cycle 

The comparative cost analysis considered hardware manufacturing assembly, 
reboost (radiator area) and launch (radiator weight) costs. 

This section presents the results of an additional trade study to evaluate 
alternative radiator designs for use with the ORC PGS. The study includes a 
deployable pumped loop radiator concept and two different versions of a 
constructible radiator design utilizing double-sided, flat interfaces. 
pumped loop design concept will be discussed first. 

The 

Deol ovabl e Pumoed LOOD Radi ator 

The current trade study to evaluate a deployable, pumped loop radiator 
concept for the ORC was conducted to provide an alternative design to the 
constructible heat pipe radiators. 
ORC radiator design, made upon the basis of these studies, is given in the 
final part of this section. 

The recommendation for the selection o f  an 
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Figure 7.6-1 shows schematically a pumped loop radiator design consisting 

Each loop contains a single accumulator and redundant pumps. 
of ten pumped liquid honeycomb panels, plumbed with a primary and redundant 
flow subsystem. 
Toluene was selected as the pumped loop heat transfer fluid. 

An optimization study was conducted to determine a minimum weight radiator 
design consistent within coolant flowrate and subsystem pressure drop 
requirements. The results of this study are shown in Figures 7.6-2 and -3 as a 
function of the assumed pumped liquid temperature drop for various tube 
diameters. 

The effect of temperature drop (in the pumped fluid as it flows through the 
radiator) on the weight of the panels and the total subsystem weight is shown 
in Figure 7.6-2. The latter includes a subsystem weight penalty that must be 
added to compensate for the extra power consumed by the fluid pumps. 

From this parametric analysis a single point design was chosen that 
corresponds to a radiator delta-T of 299K (80F) and a tube internal diameter o f  
0.25 cm (0.100 in). This particular selection represents a compromise in p u m p  
capacity and the associated pressure drop requirements. As shown in 
Figure 7.6-3, the flowrate increases as the allowable temperature del ta-T 
decreases, producing a smaller radiator area but with significant increases in 
the total subsystem weight (Figure 7.6-2). 

'. 

Details of  the pumped loop panel design are given in Figure 7.6-4. Each of 
the ten panels is 8.0 by 2.3 m (26.4 by 7.5 ft) and 1 .8  cm (0.67 in) thick. 
The panels are constructed by incorporating tube extrusions into a honeycomb 
structure which i s  sandwiched between two face sheets o f  0.25 mm (0.01 in) 
aluminum. The tube extrusions consist of an 1.3 mm (0.050 in) bumper and 0.5 mm 

(0.020 in) wall, with 2.54 mm (0.100 in) ID tubes. 

A summary of the pumped loop design characteristics is given in 
Table 7.6-la. Toluene, used as the radiator pumped heat transfer fluid, flows 
at a rate of 1.57 kg/sec (12,398 lb/hr). Total planform area for the deployed 
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panels i s  175 m2 (1880 f t 2 ) .  
specific panel weight of 5.6 kg/m2 (1.15 l b / f t 2 ) .  
pumped loop  r a d i a t o r ,  designed for the ORC application, i s  1403 kg (3086 l b ) .  

The panels weigh 988 kg (2155 l b ) ,  g i v i n g  a 
Total weight o f  the 

Alternate Constructible R a d i a t o r  ConceDts 

The baseline ORC r a d i a t o r  design described i n  Section 2 . 2 . 4  i s  a 
constructible concept that  u t i l i ze s  multiple heat pipe panels, each of which 
interface w i t h  the ORC condenser on the same side. I n  order t o  decrease the 
overall length o f  the condenser (and therefore subsystem weight), two different  
design configurations were evaluated for  concept feas ib i l i ty .  Both of the 
concepts u t i l i z e  a l ternate  sides o f  the ORC condenser for  the contact 
interface,  thus providing the opportunity t o  shorten i t s  overall length. 

Concept 1, shown i n  Figure 7.6-5 ,  u t i l i ze s  s t ra ight  heat pipe r a d i a t o r  
panels, a 
interface 
the other 

A des 
proxi m i  t y  
necessary 

igned 45' w i t h  respect t o  the ORC condenser. All adjacent panels 
w i t h  one side o f  the condenser, while opposite panels interface w i t h  
side. 

gn layout problem was encountered w i t h  this concept. 
o f  the overlayed panel interfaces,  i t  was n o t  possible t o  provide t h e  
clearance t o  ins ta l l  the required number of structural  bolts t o  

Due t o  the 

ensure the needed contact pressure. Accordingly, Concept 1 was not pursued 
fur ther .  

An a l ternat ive layout i s  shown in Figure 7.6-6.  For Concept 2 ,  each panel 
contains a 45 '  bend, near the heat pipe adiabatic sections. During 
ins ta l la t ion ,  the heat pipe evaporator sections intersect  the ORC condenser a t  
r i g h t  angles. For t h i s  configuration, a l l  adjacent panels interface w i t h  
a l ternate  side of the condenser. 

Sufficient clearance i s  available t o  f a c i l i t a t e  the removal of i n d i v i d u a l  
The design provides a panels o n - o r b i t  and for  the i n i t i a l  assembly sequence. 

potential reduction i n  condenser weight of  abou t  4.1 kg (93 lbs )  and 4.1 m 
(13.2 f t )  i n  overall length. Concept 2 represents a viable a l ternat ive t o  t he  
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Table 7 . 6 - l a  

ORC Radiator  Pre l im inary  Design C h a r a c t e r i s t i c s  

MODULE S I Z E :  25 kWe 
TYPE: Deployable pumped l i q u i d  
HEAT REJECTION: 113.3  kWt 
HEAT TRANSPORT LOOPS: (pr imary and redundant loops used) 

FLUID - Toluene 
FLOWRATE - 12,398 l b / h r  
DELTA P - 23 p s i  
POWER USE - 898 wat ts  (based on Moog 50-498 Pump) 

PANEL SIZE:  2 . 3  m ( 7 . 5  ft) i n )  x 8 . 0  m ( 2 6 . 4  ft) i n )  
NUMBER OF PANELS: 10 
PANEL PLANFORM DEPLOYED AREA: 
MATERIAL: 

WEIGHT: Panels 980 kg (2155 l b )  
Deployment mechani sms 296 kg (651 l b )  
Pump packages ( 4  requ i red)  56 kg (123 l b )  
F l e x  hoses ( i n c l u d i n g  f l u i d )  31 kg ( 68 l b )  
Disconnects ( i n c l u d i n g  f l u i d )  7 kg ( 16 l b )  
Plumbing ( tub ing,  valves, e tc . )  32 kg ( 70 l b )  
P1 umbi ng enc l  osure 1 kg ( 3 l b )  

175 m2 (1880 f t )  i n 2 )  
Extruded bumpered aluminum f l o w  tubes w i t h  aluminum f i n s  

TOTAL 1403 kg (3086 l b )  

COATING: 293 Zinc Oxide P a i n t  
T-ENV: 213 K (-76F) ( s i n k  temperature) 
T-COOL INLET: 340 K (152F) 
T-COOL OUTLET: 295 K (72F) 
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current base1 ine heat pipe radi ator concept descri bed i n Section 2.2.4. 

A side view o f  the double-sided, contact interface concept is shown in 
Figure 7.6-7. 
to assist in the installation o f  individual heat pipe panels. 
are in place, each interface is secured with 'a separate pressurized diaphragm 
to affect the proper thermal contact conductance. 

Insertion guides are provided along both edges o f  the condenser 
After the panels 

ORC Pumoed LOOD vs Heat PiDe Radiator Trade Study 

An optimization study, conducted to assist in the selection of the ORC 
radiator preliminary design, included a comparative evaluation of the 
deployable pumped loop vs the current baseline heat pipe radiator design. The 
two concepts were compared quantitatively on the basis of life cycle cost, IOC 
costs, mass and area considerations, and on a "relative cost" basis which 
considered only reboost and launch costs. They were compared qualitatively on 
the basis of development risk, operational considerations, STS integration, 
commonal i ty, re1 i abi 1 i ty and cycle match. 

The study ground rules, as listed in Table 7.6-10,were established to 
ensure that the two designs were compared on an equivalent basis. 
state points, environmental conditions, and the basic cost rates were identical 
for the two systems. 

Operating 

TABLE 7.6-lb. ORC Radiator Study Ground Rules 

1. 
2. 
3. 
4. 
5. 
6. 
7. 

Identical module size (25 kWe net) 
Identical cycle state points 
Identical sink temperatures (-76'F) 
Identical coating properties (G= 0.900) 
Identical drag/reboost scenario ($1145/m -yr) 
Identical station buildup scenario (75 kWe - 300 kWe) 
Identical EVA, IVA and MRMS rates ($103K, $15K, $0) 

The panel design presented in Figure 7.6-4 formed the basis for the pumped 
The heat pipe design was based on the characteristics given i n  loop radiator. 

Table 2.2.4-1 using the Lockheed tapered artery heat pipe shown in 
Figure 2.2.4-2. 
based upon LTV estimates, using their space radiator experience. 

For consistency, the development and procurement costs were 
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The results of this study are presented in Table 7.6-2. 

TABLE 7.6-2. Radiator Study Comparisons 

Parameter PumDed LOOD Radiator Heat PiDe Radiator 

Life Cycle Cost 
Life Cycle Cost* 
IOC cost 

Area, m (ft ) 
Pump Power, kW 

Weight,$g (1tp 
$613 Million 
$526 Million 
$ 78 Million 
1403 (3086) 
175.0 (1880) 

898 

$753 Mill ion 
$562 Million 
$ 87 Million 
1981 (4359) 
159.8 (1719) 

0 

*Assumes no radiator replacements at station EOL (30 years). 

On the basis of the trade study, the pumped loop radiator provides the 
following advantages relative to the heat pipe concept. 

1. Lower LCC 
2. Lower IOC cost 
3. Lower technical risks 
4. Minimum start-up problems 
5. Better packaging 
6. 
7. Lower weight 

Commonality with fluid management components 

Similarly, the heat pipe radiator concept was found to have certain 
advantages over the pumped loop design: 

1. 
2. 
3 .  
4.  
5. 
6. 
7. 

Better overall re1 i abi  1 i ty 
No parasitic power requirements 
Graceful degradation 
Maximum commonal i ty 
Potential utilization of current ADP technology 
Lower area 
State point match 

Althoug,, both radiator concepts provide some level of commonal ty wi,h the 
other Space Station work packages, maximum commonality would be achieved with 
the constructible heat pipe radiators. 

In addition, a simplified analysis technique was developed to compare the 
relative significance between radiator weight and area as a selection 
criteria. The parameter chosen for this analysis has been identified as 
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"relative cost'' and is defined: 

Relative Cost = (Area)*(0.2)*(S567/ft2) + (Weight)*($3050/lb). 

Radiator area produces a cost penalty for the Space Station and is 
reflected in propellant reboost costs, associated with increased drag in the 
direction of the velocity vector. Similarly, radiator weight produces an 
additional penalty via increased launch costs. 
cost factors (reboost and launch) have been identified as "relative cost", and 
the calculated values plotted in Figure 7.6-8 for several specific radiator 
designs . 

The sum of these two separate 

Relative cost represents only some small fraction of the total LCC since 
such factors as hardware development, procurement and on-orbit maintenance have 
not been included. 
weight, and i s  defined as the ratio of total radiator weight to its area. 

The other parameter plotted in Figure 7.6-8 is specific 

The radiator design points plotted on Figure 7.6-8 are identified below: a 
1. 
2.  
3 .  
4. 
5.  

As shown, 

Pumped loop radiator without power penalty 
Pumped 1 oop radiator i ncl udi ng power penal ty 
Heat pipe radiator with flat interface 
Heat pipe radiator with quick disconnect interfaces 
Heat pipe radiator using ADP technology 

the magnitude of the relative cost associated with the pumped 
loop concept depends upon whether or not the penalty associated with the 
parasitic power requirement of the pump are considered. Although the pumped 
loop radiator panels can be fabricated with less weight, the added weight 
penalty must nevertheless be launched to orbit. 
account, the relative cost of the ORC pumped loop concept compares closely with 
that calculated for the heat pipe radiator with the single-sided, flat 
interface. 

With this penalty taken into 

The potential additionally exists to reduce the relative cost of the heat 
pipe radiator by replacing the pressurized, flat interface with the multiple, 
quick disconnect-type of interface. As shown on Figure 7.6-8, this could 
result in a lighter weight radiator and a lower relative cost. 
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The l a s t  da,a po in t  r ep resen t s  an ORC r a d i a t o r  design inco rpora t ing  t h e  
aluminum, d u a l - s l o t  hea t  p i p e  c u r r e n t l y  being eva lua ted  under the NASA ADP. 
Although th i s  des ign  has p o t e n t i a l  advantages,  i t  must be considered a s  a 
h igher  r isk op t ion  a t  t h i s  time. 

The d a t a  presented  i n  f i g u r e  7.6-8 a r e  summarized below i n  Table 7 . 6 - 3 .  

TABLE 7.6-3.  Rela t ive  Cost o f  Poten t i a l  ORC Radia tor  Designs 

Re la t ive  Cost 
4 M* 

Specific e i g h t  !! ConceDt ( l b / f t  1 ft - 
Pumped Loop- 
no power pena l ty  

Pumped Loop- 
w/power pena l ty  

Heat Pipe- 
f1  a t  I n t e r f a c e  

Heat Pipe- 
QO I n t e r f a c e  

Heat Pipe- 
ADP Techno1 ogy 

1.64 1880 9 .6  

2.16 1880 12.6 

2.53 1719 13.5 

2.32 

1.29 

1567 11.2 

1567 6 .3  

*Considers reboos t  and launch c o s t s  only.  

Based upon the results generated i n  this t r a d e  s tudy ,  the  hea t  pipe 
r a d i a t o r  concept  remains a s  the current choice f o r  the  ORC r a d i a t o r .  
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PRIMARY SYSTEM - 
REDUNDANT SYSTEM 

I f  
! =  ORC CONDENSER 

i 
' I  

I 

RADIATOR 
PANELS 

F i g u r e  7 .6 -1 .  ORC D e p l o y a b l e  Pumped Loop R a d i a t o r  S c h e m a t i c  
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ORC CONDENSER 

RADIATOR PANEL 

F i g u r e  7.6-5. Concept  1, Diagonal Condenser  Concept  w i t h  
S t r a i g h t  O R C  R a d i a t o r  P a n e l s  
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Figure 7.6-6. Concept 2, Diagonal Condenser Concept w i t h  
Bent ORC Radiator  Panels 
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Heat pipe radiator with f l a t  interface 
Heat pipe radiator with quick disconnect interfaces 
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Figure 7.6-8. Relat ive Cost Comparison f o r  D i f f e ren t  O R C  
Radiator Concepts 
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7.7  Radiator Location 

Two options were considered f o r  the radiator  location: collocated and 
underslung, as shown i n  Figure 7 . 7 - 1 .  
changed t o  a collocated configuration as a r e su l t  of t h i s  study. This 
configuration r e su l t s  i n  a less complex structure, lower mass, be t t e r  
deployability, and elimination of scarring f o r  growth a t  the penalty of moving 
the center  of gravity ( fo r  IOC only) off  the alpha axis. The resul t ing micro-g 
e f f ec t  and bending loads a re  considered acceptable. Table 7 . 7 - 1  summarizes the 
principal charac te r i s t ics  of the two options. 

The reference configuration has been 

The reduced plumbing required f o r  the collocated radiator  results i n  many 
advantages. Because the plumbing length i s  considerably shorter ,  f l u id  

- pressure losses and mass a re  reduced. 
requires beta jo int  accommodation with the potential need f o r  quick disconnects 
on both ends of the bay. Collocated, i t  i s  possible t o  launch and deploy the 
receiver,  PCU and rad ia tor  i n  a s ingle  launch package and automatically 
deploy. T h i s  was feas ib le  f o r  CBC but not fo 'r ' the ORC radiator  boom which  i s  
s t i l l  a separate launch package. 

The plumbing i n  the underslung position 

The underslung position requires scarring f o r  growth. When the second SD 
power module is  added a t  the beta j o i n t  location, the underslung radiator  must 
be disconnected and reconnected in the collocated position This would require 
shutting down the power module during growth and require additional EVA time. 
The reduced s i n k  temperature i n  the underslung position could not be u t i l i zed  
i n  design because of the eventual conversion of the module t o  the collocated 
position i n  growth. 

The major disadvantage of the collocated configuration i s  the change i n  the 
center of mass (c.m.). The c.m. remains on the beta axis of rotat ion but moves 
outward 26 feet  and 24 feet  from the alpha axis of rotation f o r  CBC and ORC, 

respectively. The 360° rotat ion o f  the alpha j o i n t  during every o rb i t  
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UNDERSLUNG RADIATOR 

5.76 
18.3 

18.99 
62.30 

10.06 
33.02 

10.53 
34.53 

COLLOCATED RADIATOR 

6 RADIATOR PANELS 
7.5 X 26.4 

25 d c C 8 C  
SlOE V I E W  

METERS 
FEET 

METERS 
FEET 

1 38.2 d I '  1- 32.5 

F i g u r e  7.7-1 

. '  

Radiator Location Options 
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TABLE 7.7-1 

COLLOCATED RADIATOR VERSUS UNDERSLUNG RADIATOR 

Feature 

P1 umbi ng 

Parasitic Losses 

Mass 

Depl oyabi 1 i ty 

Growth 

Sink Temperature 

Center of Mass 

Coll ocated Undersl unq 

x 3m (10 ft) to radiator o 7.6m (25 ft) to radiator 
x Less complex o Requires Beta joint 

accommodation 

x Reduced fluid pressure 
drop 

x Less due to less 
pl umbi ng 

x Deployable interface 
structure & pl umbi ng 
(CBC only) 

o Erectable interface 
structure and plumbing 

x No scarring o Growth requires moving 
radiator to col1 ocated 
position when second module 
is added a t  Beta joint 

o Higher sink temperature x Lower sink temperature b u t  
only at IOC 

o CBC: 12,000 lbs located x Located at and axis o f  

o ORC: 13,700 lbs located 

26 ft from axis of rotation 
rotat i on 

24 ft from axis of 
rotati on 

Truss Bending Loads o Increased load located x Base case 
at module: 
CBC: 0.013 lb 
ORC: 0.014 lb 

Micro G Effect o Increases station 
mi crogravi ty by 
CBC: 0.59 x lo-$ 
ORC: 0.62 x 10' g 
(Staii on a1 1 owabl e i s 
10' 9) 

x Base case 

x Means Preferred Option 
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results i n  a centrifugal force. 
l b  load located a t  each end of the transverse boom tha t  would create  bending 
loads i n  the truss. 
0.014 l b  load. 
of mass. 
lO-’g microgravity e f fec t  fo r  CBC and ORC, respectively. This i s  l e s s  than 
1% o f  the s ta t ion  allowable. This microgravity e f fec t  will only occur in the 
s ingle  module configuration. When the second module is  added during growth 
these loads a re  eliminated. 

For CBC,  a 12,000 l b  module r e su l t s  in a 0.013 

Correspondingly fo r  ORC, a 13,700 l b  module resu l t s  in a 
The module rotation resu l t s  in a change in the s ta t ion  center 

For a 450,000 l b  s ta t ion,  there i s  a 0.59 x 10’7g and 0.62 x 
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7.8 CBC PUMPED-LOOP VERSUS HEAT-PIPE RADIATOR TRADE STUDY 

Pumped-loop and heat-pipe radiators for a CBC power system have been 
compared according to selection criteria established by NASA-LeRC (1). 
these criteria, a pumped-loop radiator is preferable to a heat-pipe radiator. 
The IOC cost for heat-pipe radiators would be greater than the IOC cost for 
pumped-loop radiators by 13%, the life-cycle cost would be greater by 40%, and 
the EVA time required for maintenance would be greater by a factor of about 
10. The latter number is conservative based on more recent studies of time and 
motion for the general class of space erectable radiators. 

By 

7.8.1 Methodol o w  

The characteristics of heat-pipe and pumped-loop radiators were compared in 
order to determine which design should be incorporated in the CBC power 
system. A previous study (2) had determined that, for this application, 
pumped-loop radiators were superior to pumped-loop/ heat-pipe hybrids. 
present study, the pumped-loop and direct heat-’pipe designs were compared 
quantitatively on the bases of life-cycle cost, IOC cost, mass, area, and 
maintenance requirements; and qualitatively on the bases o f  complexity, 
development risk, cycle match, power module integration, and STS integration. 
These criteria address most of the concerns expressed by NASA (1). 

I n  the 

The ground-rules, as listed in Table 7.8-1, were established to ensure that 
the two designs were compared on equivalent bases. 
environmental conditions, and basic cost rates are identical for the two 
systems, with the exception that the pumped-loop design includes the pumping 
house-load. The assumed CBC State-Point Diagram i s  shown in Figure 7.8-1. 
Life-cycle costs are calculated assuming that the growth in demand for 
solar-dynamic power follows the scenario in Table 7.8-2. 

Operating points, 

The design shown in Figure 7.8-2 (3) formed the basis for the pumped-loop 
system. 
pipe shown in Figures 7.8-3 and 7.8-4 (4,s). 
procurement costs for both designs are based on estimates by LTV (2,3,6,7), 

The heat-pipe radiator design was based on a Grumman dual-slot heat 
For consistency, development and 
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which has experience in producing space radiators. 
procurement costs used in the study represent Rocketdyne's costs to NASA 
costs are in 1987 dollars. 

The development and 
A1 1 

For the pumped-loop radiator, life-cycle cost was minimized by optim zing 
The radiator panels 

The results o f  
the designs of the radiator and coolant management ORUs. 
were optimized by trading mass versus puncture reliability. 
this optimization are shown in Figure 7.8-5. 
relates panel life-cycle cost to the 10-year, single loop puncture reliability 
of a radiator sized to reject 67.4 kW. 

The abscissa of Figure 7.8-5 

Figure 7.8-6 relates the nominal 
puncture re 
pumped-1 oop 
varying the 
single pump 
fail -operat 

iability to the actual lifetime (20 year) reliability of the 
radiator panels. The coolant management ORU was optimized by 
number o f  redundant pumps. Life-cycle cost is minimized when a 
is specified, but a second pump is necessary to meet 
onal requirements. For the heat-pipe radiator, a panel failure 

rate .of 1.62 E-6 failures per hour i s  assumed. 
E-7 failures per hour due to meteoroid punctures and 9.1 E-7 failures per hour 

This rate is a composite of 7.1 

of the heat-pipe quick-disconnect (5,8).  

i 
Basic cost rates (for transportation, reboost, and EVA and IVA time) are 

consistent with the bases of the economics studies contained in previous DR-19 
data packages (2). Component installation and replacement times were estimated 
by Rocketdyne, and are consistent with the values of NASA (9). Total costs for 
the IOC .and the life-cycle are broken down to show the contributions of 
development, procurement, transportation, install ation or maintenance, and 
reboost. The space station is assumed to have a 30 year design (depreciation) 
life, with component lifetimes extended indefinitely through ORU replacement, 
as has been assumed in previous economic studies (2). 

7.8.2 Resul tf 

Parameters describing the pumped-loop and heat-pipe radiator designs are 
The parameter values were presented in Tables 7.8-3 and 7.8-4 respectively. 

representative o f  the two designs at the time the study was done. 
are for power systems providing 25 kWe net, plus 33% peaking. 
comparisons between the two designs are presented in Table 7.8-5, while 
qualitative comparisons between the designs are presented in Table 7.8-6. 

Both designs 
Quantitative 
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On the basis of life-cycle cost, the pumped-loop concept is preferred to 
On the heat-pipe concept, the difference in costs being nearly $230 Million. 

the basis of IOC cost, the pumped-loop concept is again preferred, the 
difference in costs being nearly $9 Million. 
breakdowns, are shown in Figures 7.8-7 and 7.8-8. The IOC costs for the 
pumped-loop radiator include the costs of on-orbit spares for each o f  the three 
radiator ORUs. 
and installed. 

These cost comparisons, with 

IOC costs for both designs are calculated for systems on orbit 

On the basis of mass, the pumped-loop concept is preferred, as the mass of . 

11 heat-pipe radiators on the growth station would be about 3,930 kg 
(8,670 lbm, or 31%) greater than the mass of 12 pumped-loop radiators 
(including one spare). 
concept is preferred. 
Table 7.8-5. 

On the basis of drag area, however, the heat-pipe 
The planform areas of the two designs are shown in 

On the basis of maintenance time, the pumped-loop concept has a 
significant advantage. As shown in Table 7.8-5, maintainimg the heat-pipe 
radiators over the life cycle requires about a factor of 10 times more EVA time 
(740 additional EVA hours) than is required for maintaining the pumped-loop 
radiators. The difference in module downtime i s  less pronounced, however, 
since an additional 24 hours o f  downtime is assumed for each of 18.5 
pumped-loop ORU failures. The MRMS time required to maintain the pumped-loop 
radiators is negligible in comparison with the MRMS time required to maintain 
the heat-pipe radiators. Figure 7.8-9 summarizes the differences in limited 
resource utilization required for the maintenance of the two designs. 

On the basis of complexity, the heat-pipe concept is preferred since it 
has both fewer ORUs and a smaller number of unique sets of parts. The 
pumped-loop concept is preferred on the basis of development risk because it 
has an STS heri tager whereas the direct-loop/heat-pipe concept employs 
technologies not previously used in space, particularly for manned systems. 
other qualitative issues, the pumped-loop concept is thermodynamically better 
suited to cycles (such as the CBC) with sensible heat rejection, while heat 
pipes are better suited to cycles (such as the ORC) with constant temperature 
heat rejection. 
working fluid loop to risk of meteoroid puncture (by avoiding the extension o f  

On 

The pumped loop concept minimizes the exposure of the CBC 
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t h e  working f l u i d  boundary a long t h e  l e n g t h  o f  t he  r a d i a t o r ) ,  more r e a d i l y  
accommodates a c t i v e  c o o l i n g  o f  t he  power system e l e c t r o n i c s  ( i f  necessary), and 
i s  more e a s i l y  packaged i n  t h e  STS cargo bay. 

7.8-3 Conclusion 

On t h e  bas i s  o f  a v a r i e t y  o f  c r i t e r i a ,  a pumped-loop r a d i a t o r  appears t o  

be b e t t e r  than a heat -p ipe  r a d i a t o r  f o r  a CBC power system. 
o f  complex i ty  and drag area does the  heat-p ipe r a d i a t o r  h o l d  an advantage. 
more s i g n i f i c a n t  c r i t e r i a ,  such as l i f e - c y c l e  c o s t  and l i f e - c y c l e  maintenance 
t ime, t h e  advantage i s  d e c i s i v e l y  i n  favo r  o f  t h e  pumped-loop concept, which i s  

Only on t h e  bases 

By 

t h e r e f o r e  Rocketdyne's choice a t  t h i s  t ime f o r  t h e  CBC power system r 
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TABLE 7.8-1 

COMPARISON GROUNDRULES 

EQUIVALENT BASES WERE USED FOR COMPARISON 

* IDENTICAL SDS UNIT SIZE (25 kWe NET) 

* IDENTICAL CYCLE STATE POINTS (60 F CIT etc.) 
* 

* IDENTICAL EMISSIVE COATING PROPERTIES (SILVER TEFLON, = 0.816) 

* IDENTICAL DRAG/REBOOST SCENARIO ($1145/MA2-YR) 

* 

IDENTICAL SINK CHARACTERISTICS (-50 F) 

IDENTICAL STATION BUILDUP SCENARIO (75 kWe - -  300 kWe) 
IDENTICAL EVA AND IVA AND MRMS RATES ($103K, $1SK, $0) 

* PUMPED LOOP ADJUSTED TO REFLECT PUMPING "HOUSE LOAD" 
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YEAR 
(roc +I  

0 

3 

7 

10 

30 

TABLE 7.8-2 

S T A T I O N  GROWTH SCENARIO 

SOLAR DYNAMIC 
POWER 

kW 

50 

1 2 5  

200 

275 

275 

SOLAR DYNAMIC 
CUM. ENERGY 

(kW YEARS) 

0 

150 

650 

1250 

6750 
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Design Power 
Panel Width 
Panel Length 
Number o f  Panels 
Cool an t  F1 u i d  
Pump Flow Rate 
Pump Power 

ORU 

TABLE 7.8-3 

PUMPED-LOOP RADIATOR PARAMETERS 

90.0 kW 
2.50m 
6. 1Om 

10 
FC75 
0.351 l / s  
576 W 

Mass Design L i f e  
Iks) L 

Panel Set ( rep laced as u n i t )  971 20 

Cool an t  Management U n i t  59 20 

Connecting L ine  P a i r  13 30 

- ORU 

TABLE 7.8-4 

HEAT-PIPE RADIATOR PARAMETERS 

Design Power 88.3 kW 
Panel Width 0.30 m 
Panel Length 7.62 m 
Number, o f  Panel s 51 
Heat-Pipe F l u i d  Methanol 
Heat-Pipe Containment S t a i n l e s s  Stee l  

8.19 f t  
20 ft 

44.7 f t 3 / h  

E f f e c t  i ve 
Fa i  1 u r  Rate 
(h-L F 

2.9 E-6 

4.6 E-6 

3.0 E-7 

0.99 ft 
25 ft 

E f f e c t i v e  
F a i l u  e Rate T Mass Design L i f e  

M (vrl (h-L 
HX Boom 406* 20 0 

Heat - P i  pe Panel s ( rep1 aced 21 ea. 
i n d i v i d u a l  l y )  

20 1.62 E-6 

*Not i n c l u d i n g  al lowance f o r  gas coo le r  
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TABLE 7.8-5 

QUANTITATIVE RADIATOR COMPARISONS 

Ouanti tv 

Life Cycle Cost 

IOC cost 

Mass (each) 

(on growth station) 

Area (each) 

(on growth station) 

EVA Maintenance Time 

Module Down-Time ' 

ORU Failures 

MRMS Maintenance Time 

Pumped-Loop Heat-Pi pe 
Radiator Radiator 

$570 Mill ion 

$68.1 Million 

1,044 kg 

12,525 kg 

152 m2 

1674 m2 

77h (154 man/hr) 

521h 

18.5" 

10.63h 

$798 Million 

$76.9 Million 

1,496 kg 

16,456 kg 

118 m2 

1293 m2 

817h (1634 man/hr) 

817h 

195.6* 

471h 

*Heat-Pi pe Fai 1 ures are much 1 ess severe than Pumped-Loop ORU Fai 1 ures 
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Qual i t v  

Number o f  ORUs 

TABLE 7.8-6 

QUALITATIVE RADIATOR COMPARISONS 

3 1" (Heat-Pipe Panels) 

Number o f  Unique Part  Sets More Fewer 

Devel opment R i  sk Lesser Greater 

CBC Cycle Match Better Worse 

CBC Puncture Ri sk  Lesser Greater 

Abil  i t y  t o  Cool Power Greater Lesser 
E l  ectroni cs 

STS Package Volume Small e r  Larger 

STS Package Mass Lower Higher 

*HX Boom i s  replaced w i t h  PCU and i s  not  a r a d i a t o r  ORU 
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@ 7 .9  ORC RADIATOR COMMONALITY TRADE STUDY 

Commonality options fo r  the ORC radiator  w i t h  the central  radiators  were 
evaluated. 
more def ini t ion of detailed design requirements, cost ,  and t e s t  and 
ver i f icat ion plans. In i t i a l  results indicate: 

The trade s tudy. is  preliminary i n  nature and i s  dependent upon 

o The radiator  panel design should use common technology but should be 
optimized f o r  the higher heat capacity and higher  temperature 
appl i c a t  i on. 

Incorporate a f lu id  charge (excess heat pipe length for low 
temperature startup) fo r  the solar  dynamic heat pipes only and n o t  on 
the s ta t ion .  

o Use an identical contact heat exchanger 
o 

Table 7 . 9 - 1  i s  a l i s t  of a l l  space s ta t ion radiators  w i t h  their  major 
charac te r i s t ics  o f  type, heat rejection temperature, and heat load. The 
central radiators  a re  c losest  i n  requirements t o  the ORC radiator .  The Space 
Erectable Radiator System (SERS) advanced development program data was used as 
the basis f o r  th6 central radiator  design comparison. 
7 .9 -2  contain data  appropriate t o  the SERS configuration. The radiator  
elements evaluated f o r  commonality are: 1) the heat pipe cross section for 
both the condenser and evaporator sections, 2)  the contact heat exchanger 
interface,  and 3) the heat p i p e  f l u i d  charge (required f o r  low temperature 
s tar tup) .  

\. 

Figure 7 . 9 - 1  and Table 

The following three options represent varying degrees of radiator  commonal i t y  
and is  based upon constructible heat pipe technology. 

Option 1: Use identical radiator  hardware ( i e .  same par t  
number) as the central radiator.  
ORC heat rejection temperature t o  remain 
w i t h i n  the heat pipe capacity. 

Lower the 

Option 2: Use the same central radiator  heat p i p e  design 
( ie .  cross section) b u t  w i t h  shortened heat 
pipes t o  obtain the design heat capacity w i t h  
the higher temperature application. 
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Option 3: Use the same central radiator heat pipe technology (ie. same 
fluids, materials, and methods for panel construction, 
wicking, and vapor flow passages but with all dimensions 
optimized for the particular application) and optimize the 
panel design for the higher temperature appl ication. 

All three options assume an identical contact heat exchanger. A 
comparative cost trade was made. The cost formula is as follows: 

Cost = Recurring cost per panel + panel cost per unit area + 
support boom cost ger ft length + cost/unit area due 
to drag at $567/ft + assembly cost per panel at 
$3OK/panel (15 min EVA) + launch cost at $3200/lbm 

The comparative cost includes all IOC costs including DDT&E and production 
hardware. No reduction of DDT&E cost due to sharing the DDT&E costs with WP02 
is reflected in the cost total. 
maintenance were not considered. Table 7.9-3 summarizes the results. Option 3 
using the same heat pipe technology but sized for higher heat capacity and 
optimized for higher temperatures is the 1east.cost. 
million could be saved in DDT&E costs due to commonality, then option 3 or 1, 
respectively, should be considered. These costs must be evaluated at the 
system level and require more detailed test and verification requirements than 
are available at this time for an accurate cost comparison. 
this DR02, the reference configuration assumes option 3 and does not consider 
any cost savings in DOT&€ due to commonality. 

Costs for the growth configuration and 

If $4.8 million or $10.8 

For purposes of 

Heat pipe radiators will not start if the fluid charge is below the artery 
level due to thermal contraction under low temperature conditions as exist 
during startup. 
panel by rotating it face on to the sun prior to start up. 
is for charging the heat pipe with excess fluid. 
JSC currently proposes the first method. This method requires special pointing 
and tracking strategy for solar dynamic (the receiver must also be preheated). 
Solar dynamic proposes the second option. It requires adding a length o f  heat 
pipe at the end of the radiator to contain excess liquid at high temperature. 
Figure 7.9-2 is a graph of condenser heat pipe length needed as a function o f  

Two solutions are available. The first is by warming up the 
The second method 

For the central radiators, 
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minimum operating temperature. 
a U-bend within the panel construction at a mass penalty of 3 Kg/m (2 lb/ft) o f  
length needed for each panel. For commonality, the same solution must be 
adopted for both applications. 
this time to be cost effective. 

This heat pipe length could be incorporated as 

This area of commonality does not appear at 
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7.10 Radiator Coatinas 

A trade study of radiator coatings has resulted in the selection of 293 
white paint as the baseline radiator coating for both CBC and ORC. 
Teflon is a backup option. 

Silver 

A number of coatings were evaluated for use on both the ORC and CBC 
radiators; however, all the candidates were of two basic types: white paint 
and metallized tape. The choices were narrowed to silver Teflon tape of the 
type used on the Shuttle radiators and 293 white paint used on the Apollo 
Service Module. The Teflon 
tape has a lower solar absorptivity, but also has a lower thermal emittance. 
The lower absorptivity serves to reduce the environmental sink temperature and 
thus increase heat rejection; however, the lower emissivity reduces the 
emissive power and lowers heat rejection. 
Teflon can be eroded by the atomic oxygen environment on-orbit. This would 
reduce the thickness and lower thermal emissivity further. The erosion of 
Teflon is not great, however, and could retain'near initial properties for a 
number o f  years by starting with sufficient thickness. 
inorganic binders is not affected by atomic oxygen. White paint, however, i s  
more susceptible to contamination by thrusters or ground handling and is not 
easily cleaned as is the Teflon coating. 

The properties of each are given in Table 7.10-1. 

Experimental evidence has shown that 

White paint with 

Since the physical advantages of the 
two candidates were subjective in evaluation, an analys 
differences was conducted to select one over the other. 
for silver Teflon were assumed to b e d  - 0.20 and & - 0 
the corresponding properties are& = 0.30 and & - 0.90 

s o f  the performance 

76. For white paint, 
End of 1 ife properties 

The primary mechanism 
of absorptivity degradation (excluding contamination) is due to solar 
ultraviolet flux. Since the solar dynamic radiators will be continually 
positioned to receive no direct insolation during operation, solar flux will be 
limited to that reflected by other Station components and the earth. This will 
amount to less than one tenth of the f l u x  experienced by a non-oriented panel. 
There will be some exposure of the radiators to direct insolation, however, 
during the relatively short maintenance periods and perhaps during the initial 
start-up. Thus, it is believed the end of life properties should be applicable 
to a 30 year life. Significant contamination from Station thrusters could 
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cause more rapid degradation. 
not presently known but will be evaluated by interaction with other Station 
work packages. 
coating contamination. 

This contamination environment and effects are 

Reasonable ground hand1 ing precautions should prevent prelaunch 

To evaluate the coatings, a TRASYS environmental model of the radiator and 
concentrator was constructed. Form factor and environmental flux data from 
this model were used to construct a SINDA thermal analysis model of the 
radiator and concentrator using an identical nodal breakdown. 
and front-to-back side conductance of the mirror was modeled; however, the 
radiator panels were input as having zero mass. The calculated temperatures 
therefore represent the radiator sink temperature variations around the orbit 
considering the natural environment and radiant interchange between the 
radiator and concentrator. 

The thermal mass 

The analysis was conducted for orbit beta angles of 0, 52, and -52 
degrees. The 0 degree beta angle orbit produced the highest sink 
temperatures. 
in Figure 7.10-1 for silver Teflon and Figure 7.10-2 for 293 properties. 
results indicate a maximum sink temperature of 213 K (-76OF) for silver 
Teflon and 216K (-71OF) for zinc oxide. 
was used for the preliminary radiator designs. 
cal cul ated by: 

Plots of the radiator sink temperatures for this orbit are shown 
These 

For conservatism, the former value 
The thermal emission can be 

Q/A €r ( T R ~  - Ts4) 
where: Q/A = Heat Rejection/Unit Area 

(r = Stephen Boltzman Constant 
B = Thermal Emissivity 

TR = Radiator Temperature 
TS - Sink Temperature 
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A comparison of these values for a 327 K (13OOF) typical SO radiator 
surface temperature indicate the heat rejection for the 293 to be 17.5% higher 
than for silver Teflon. 
both the ORC and the CBC radiator coating. 

For this reason the 293 white paint was selected for 
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7.11 THERMAL CONTROL FOR SOLAR DYNAMIC ELECTRONICS 

This trade s tudy  i s  repeated herein for  completeness. The data have been 
updated and reported as part of the design description i n  Section 2.2.5. 

The SD power module has various e lec t r ica l  components that  require some 
thermal control. Active versus passive cooling o p t i o n s  have been evaluated. 
Passive cooling is  the current reference configuration except for the PCU 
a l ternator  and the PLR r e c t i f i e r .  
Preliminary Design, i t  has been realized tha t  i t  may also be necessary t o  cool 
actively the PMAD frequency converter tha t  accepts the SO al ternator  o u t p u t  
power. The re la t ive ly  large heat rejection requirement of this frequency 
converter cannot be handled by passive cooling. 
the o p t i o n  will probably be t o  locate the frequency converter outboard of the 
beta j o i n t .  

As more detai l  has been generated during the 

If  active cooling is  required, 

Table 7.11-1 is a summary o f  e lec t r ica l  components located w i t h i n  the SD 
power module and their cooling requirements. The PCU a l ternator  i s  n o t  shown as 
i t  is already cooled by the engine working f l u i d  for ORC and by the FC75 l o o p  
f o r  CBC. The to ta l  heat rejection requirement i s  approximately 2.35 kWt d u r i n g  
nominal operati on. 

The frequency converter i s  1.5 kWt, or 64% of the t o t a l .  Currently the 
Four 

1) Passive cooling, 
frequency converter i s  located just outboard of the SO beta j o i n t .  
o p t i o n s  ex is t  for  cooling of  the SD frequency converter: 
2 )  Active cooling provided by the cooling system for the storage ba t te r ies ,  3) 
active cooling provided by the SO subsystem, and 4 )  a separate dedicated 
cool i ng 1 oop. 

Passive cooling would require a 4.3 tn2 (46 f t 2 )  cold plate.  I t  does 
n o t  appear feasible  a t  this time t o  conduct 1.5 kWt heat energy t o  the cold 
plate.  
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Active cooling by the battery cooling system would require either locating 
the frequency converter near the batteries or running battery cooling fluid 
lines to the frequency converter. If located near the batteries, additional 
PMAD cabling operating at low frequency is required. 
to be incorporated. Running the battery cooling fluid lines to the frequency 
converter is even less attractive, adding complexity and mass. 
growth scarring would need to be considered as each additional frequency 
converter would require increasing the size of the thermal management. 

EM1 isolation would need 

In either case, 

Table 7.11-1 
SD Electronic Component Cooling Requirements 

COMPONENT 

SD SUBSYSTEM CONTROLLERS 
Pointing controller 
Motor control 1 er 
Sunsensor 
Insol ation meter 
PCU control 1 er 

Micro rocessor 

PLR control 1 er 
PLR 

Other P 

Nominal 
Max i nsol at i on 
Total engine output 

- kWe 

0.20 
0.30 
TBD 
TBD 

Q.05 

0.10 

Q.0 
* 

- kW t *** LOCAT ION 

Outboard 
0.20 
0.10 
TBD 
TBD 

0.05 
0.25 
0.10 

0.0 ** 
0.80,, 
3.90 

BETA JOINT Inboard 
Motor con t ro l  1 e r  TBD 0.10 

PMAD SOURCE Inboard (outboard 
if active 
cool i ng) 

Microprocessor 0.05 0.05 
RBI * TBD TBD 
Frequency Converter 1.50 

* TOTAL 2.35 t 

* ** Cycle dependent value 
Based on AC to DC conversion efficiency of 90%, heat rejection dependent 

*** on excess engine output over the user load. Values not included in total. 
Cold plate temperature to be less than 50 C (122 F) 
Includes motor control 1 ers, analog control 1 ers, etc. e 
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Active cooling by the SO subsystem would require either locating the 
frequency converter outboard of the SO beta joint or running SO fluid lines 
across the beta joint. 
considered desirable even if the rotation is restricted to less than t/- 180 
degrees. 
beta joint could be accomplished with the least amount of increased 
complexity. 
joint. 
such as the alternator and the PLR rectifier. and the additional plumbing 
required to cool the frequency converter would require only a slight increase 
in complexity. Fluid in the correct temperature range is available. Figures 
7.11-1 and 7.11-2 show possible schematics for cooling the frequency 
converter. In both cases, the radiators would need to be increased in size; 
1.5% for ORC and 2% for CBC. 

Running fluid lines across a rotating joint is not 

The option of locating the SO frequency converter outboard of the SD 

Inboard or outboard, power must be transmitted across the beta 
The SO subsystem already incorporates active cooling for components 

Another option is to provide a separate cooling loop for the frequency 
converter. 
pipe radiator located in the same plane as the' battery cooling radiator. 
least two heat pipes would be needed for reliability. 
appears to be a more complex design approach than SO active cooling. 
more detailed costing is needed for this trade. 

This could be provided by a capillary pumped loop and, its own heat 

e At 
At this time, this 

However, 

The PLR design is based on a direct current resistance radiator. As such, 
This has a relatively 

As the PLR normally operates at variable levels at 
an AC to DC diode rectifier is incorporated in the PLR. 
poor conversion efficiency. 
the low end of its operating range and only when there is excess power, the 
temperature of the diodes could be allowed to rise during infrequent high load 
transient'conditions as long as a reasonable life can be maintained. However, 
as the design matures some type of active cooling may be required similar to 
the SO frequency converter. Active cooling for the PLR, however, will not 
increase radiator area as a less efficient engine is acceptable under these 
conditions. 

. .  
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Passive cooling is still recommended for the balance o f  the electronic 
components. 
with simple conduction to a cold plate. 

All o f  the cooling requirements are small and can be accomplished 
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7.12 PMAD COMPUTER FAULT TOLERANCE AND REDUNDANCY 

7.12.1 Introduction 

The Power Management and Distribution Subsystem (PMAD) computers and 
controllers will all contain redundancy and fault tolerance to acheive the 
requisite reliability and availability to accomplish the Space Station 
mission. 
Work Package 02 contractor, some basic recommendations for features of this 
computer, particularly with respect to fault tolerance and redundancy 
management and control appear to be in order at this stage of Contract 
Development. There are several means of accomplishing desensitization to 
sing7e-event upsets and other forms of radiation induced faults as well as 
"hard failures"; however, they tend to group into just a few mechanisms which 
will be examined for suitability for the PMAD Slibsystem on the Space Station. 

Even though the "Standard Computer" ultimately will be chosen by the 

Perhaps one o f  the more important issues i s  the basic architecture of the 
of the redundancy of the space qual i fi ed computer/controll er sel ected. 
most common varieties are dual computer-with or without shared memory using 
standby redundancy, and sel f-checking pairs using active para1 le1 redundancy. 

The two 

7.12.2 Dual ComDuter-Shared Memory Architecture 

In the earlier days of the space program, computers and memories were both 
relatively expensive. 
most often as the on-board computer for cost, reliability and power 
considerations consistant with the technology at that time. 

The A/B computer with common memory was the one used 

In this architecture an active " A "  string containing a separately powered 
CPU,I/O and sensors as well as a separately powered standby "B"  string shared a 
common memory. Inputs and outputs were each cross-strapped so that either 
computer could input from a sensor or output to an actuator. 
at a time was powered. 
either string was powered. 
source (if it was volatile) which was a low-drain battery or alternate power 
source. The active computer performed programmed Bui7 t-In Test which sensed 

Only one string 
The memory was powered (by the use o f  OR diodes) if 

The memory also had a separate "keep-alive" power 
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arithmetic or architectural failure (e.g., illegal instruction) and sent a 
pulse to a watch-dog timer typically once per second if the B.I.T. was 
successful. 
receive an "I'm OK" pulse within 3 seconds (indicating either a computer 
failure or a software hang-up.) Expiration of the timer would remove power from 
the powered string (except the memory which used its keep-alive power source 
(if it was volatile) and generated a signal for operator intervention. 
operator could then either repower and reinitialize the A string or switch to 
the B string by powering the B string. (For a space mission the operator was 
usually ground control.) The use of the operator or ground control to switch 
over to the backup processor resulted from a reluctance to "trust" the computer 
compared to a human. 

The watch-dog timer typically was set to expire if it failed to 

The 

- 

The shared memory type of redundancy usually employed 6 bit EDAC (Error 
Detection and Correction) code to detect memory errors with a higher degree o f  
confidence than the single bit parity method and to correct single-event upsets 
or single errors without reinitialization since there was no program storage 
redundancy except by repetition of the code in memory or the use of ROM if 
provided. Since power is removed from the active computer upon detection of an 
error by this method, restoration of power or application of power to the other 
string first would have to cause the memory contents to be checked for possible 
damage/alteration (which may have been caused by the erratic computer); and to 
either correct stored errors by the error correction mechanism or reload memory 
from the ground or on-board mass storage devices when required. The effects o f  
the erratic computer on memory contents virtually can be eliminated by 
incorporating memory protection which is usually used with this architecture. 

0 

The memory check may cause interference with the on-going mission by 
denying the computer to it until the memory is filled and checked and the 
computer reinitialized. This type of interference usually is not important to 
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a satellite with primarily navigational mission; one in which denial of the 
reaction jets or sensor data for a few seconds, should not cause excessive 
satellite positional drift and usually can be corrected a few seconds later 
with no serious loss of data or accuracy. 

These earlier space on-board computers such as the Litton 4516E were 
special hardened/highly re1 iable implementations of the then state-of-the-art 
in militarized computers and were comprised of predominantly MSI and/or IC 
"S-level" parts and were relatively heavy, consumed relatively high power and 
were fairly expensive (about $lM each). For reasons of cost, weight, 
reliability, power consumption and mission type, most space computers used a 
dual computer string (one active, one standby) with shared memory at that 
time. In the present era, single-chip qualified computers already do or are 
about to exist wherein computer and memory cost will be substantially lower as 
will weight and power. 

Missions which are more sensitive t o  momentary computer "glitches" will be 
more common and missions which can "coast" through a dropout will be rarer. 
All o f  the above will tend to favor architectures which will use equipment more 
liberally in implementing redundancy. 

7.12.3 Self-Checkina Pairs Architecture 

Foremost among these architectures is the sel f -checki ng pai rs 
implementation, which is one wherein each processor is a synchronized pair and 
is comprised of two relatively cheap one or more chip CPU,IOU, and memories. 
Certain registers, typically the memory data and memory address registers are 
compared each memory cycle. 
both of the computers in the pair are OK. 
that one or the other computers of the pair has failed and therfore that the 
computer pair (the A pair) is not suitable for use. 
pair is used only as a means of determining failure without resorting to 
software tests. 
computers the (B pair) ,at least, be provided to continue the mission. 
that the second set also must have been running from time zero so that its 

If they compare favorably, it is presumed that 
If they are different, it is assumed 

The redundancy within the 

For mission continuance, it is necessary that a second set of 
Note 
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memory will have current data at the time of failure. Once a set has "failed", 
there is no known easy proven practical way at the present to salvage or 
reinstate the remaining good computer/s (if there are any) during flight to 
continue the mission except by physically or electronically replacing the pair. 
The number of self-checking pairs required must be determined based on mission 
success requirements. In-orbi t module repair/rel acement by EVA or other means 
(robotics) will improve availability. Another important issue is the degree of 
confidence in the ability of the computer to detect the fact that a fault has 
occurred; and for certain missions, the speed with which the fault is detected. 

The self-checking pairs implementation has a lower (worse) mean 
time-to-failure (MTTF) than a single computer of the same species due to the 
duplicate hardware and the comparison circuits. 
consideration to recycling the "failed" computer due to single-event upsets is 
of increasing importance. 

As a result of the lower MTTF, 

7.12.4 Other ExDerience 

Of course, voting configurations can be used in which three or more 
computers are used and if two or more are in agreement, they are considered to 
be correct. The two-out-of-three voting triad configuration solves some of the 
concerns with the self-checking pairs implementation while retaining all of the 
advantages. For example, it is known which computer of the triad is the 
non-conformer and operation can continue with the remaining two in parallel 
redundancy or some other configuration ;thereby, eliminating the need for yet 
another set of processors and extending useful life to two failures rather than 
the single failure permitted by self-checking pairs without recycling "failed 
units". 
configuration has about three times better MTTF than a self-checking pair. 
can be seen that increasing the number of computers in voting architecture 
beyond three has only limited effect which would be almost completely offset by 
the lower reliability of a unit computer due to the added comparison logic. 

This results in a 2.64:l improvement in MTTF. A three-out-of-four 
It 
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There have been some missions/uses where cost was not the paramount 
decision factor such as the SSME (Space Shuttle Main Engine) Block 2 where life 
safety considerations were the key factor. This program used an architecture 
which was a hybrid of the two major types discussed above and assigned a 
separate memory to each computer and because of its required response time of 
about 20 ms., it performed A/B switchover automatically. It used self-checking 
pairs because of the need to detect a failure with a very high confidence 
level. Due to the short active mission of about ten minutes only one extra pair 
with no means of reactivation was provided. 

The Global Positioning Satellite's Digital Computer Equipment Assembly 
(DCEA), for example, uses an Autonetics A/B computer with duplicate data memory 
very similar in concept to the Litton computer except that it employed a 
separate shared program ROM to facilitate restart. 

Modern missions may no longer be able to rely on humans as the primary 
means to switchover to the backup equipment because rapid response times 
required for certain mission type continuance may be faster than possible by 
real -time man-machine interface. 

7.12 .5  Practical Considerations 

It develops that the practical aspects probably will be more important 
than those derived by theory or logic in determining desired characteristics. 
For exampl e : 

1. 

2 .  

3 .  

The difference in mission reliability between standby redundancy and 
active parallel redundancy (self-checking pairs) differs by less than 
an order of magnitude. More redundancy or the use of in-orbit 
repair/relacement is needed to effect a significant improvement. This 
suggests that the basic form of the architecture and redundancy should 
be selected for other more practical reasons. 

The confidence with which a fault i s  detected may be the most 
important factor and strongly points to the self-checking pairs or 
two-out-of-three voting triad approach regardless of all other 
factors. 

The self-checking pair or triad does not distinguish between hard 
faults and single-event upsets which means that for long missions the 
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number of single-event upsets (typically about one a year) could 
equal or exceed any practical number of redundant units provided 
unless some means of recycling "faulty units" is included. 
be noted that units which "failed" due to single-event upsets are 
probably still good after being reset (to a fairly high confidence). 

Automatic swi tchover after fai 1 ure (or upset) is probably necessary 
because some of the loads are life critical or can not be interrupted 
for more than a few milliseconds such as the Solar Dynamic 
Controller. . One might consider the use of two different 
approaches; one for 1 ife critical conditions and/or rapid response, 
and a separate one for non-life critical or non-rapid response. 

It should 

4.  

7.12.6 Preliminary Recommendations For The Soace Station 

1. The use of single-board or single I.C. self-checking pairs or 
two-out-of-three voting triads. (for high confidence i n  detecting 
faults) . 
The use of at least two active redundant sets of the self-checking 
pairs or two-out-of-three voting triad setsfor mission availability 
after a failure. 

2. 

3 .  Automatic switchover in the case of failure- with manual/ground 
control intervention permi ssable. (for rapidly continuing operations 
for singl e-event upsets in non-memory area) 

Use of at least dual sensor inputs'and outputs to avoid single-point 
fai 1 ures . 4.  

5 .  Use of duplicate EDAC memory for each self-checking pair/triad to 
dispose of singl e-event upsets before they present problems (the 
memory is approximately ten times more likely than the CPU to suffer 
single-event type upsets due to its larger area. (The number of hard 
failures can impact long missions; particularly a 10-20 year 
mission) . 

6. Eliminate all single point failure mechanisms. 

7. 

8 .  

Provide for in-orbit repair/replacement to reduce the number of 
on-1 ine spares and logistical spares requirements. 

Use PROM backed up by the central DMS and the ground for program 
backup storage. 

9.  Use a computer having good Memory Protect features. 

10. 

11. 

Use a watch-dog timer (to detect software failures/hangups). 

Use dual power supplies each fed from a separate power source/bus to 
reduce singl e-point fai 1 ures. 

Further study using hypothetical faults and system requirements is 
recommended on at least the following: 
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1. 

2. Redundancy of the sensors. 

3. 

Redundancy of the sel f -checki ng (compari son) ci rcui ts. 

Architecture of the swi tchover mechanism. 

4. Hardening level and type required. 

5. Which registers are best to use for the self-checking. 

7.12.7 Samole Scenarios and Other Considerations 

Samole Scenario with Self-Checkinq Pairs 

Assume a self-checking pairs implementation with separate non-EDAC 
memories and that a processor such as the PDCU sustains a single-event memory 
upset by EM1 or a high energy particle such as a cosmic ray which causes only a 
momentary failure: 

1. 

2 .  

The self-checking pair 'A' senses a discrepancy between its primary 
processor and its monitor processor. 

Having no direct means of distinguishing between a hard failure and a 
single-event upset,the PDCU is switched to the ' B '  set of processors 
by the comparison hardware and bits are posted in the health 
monitoring and redundancy management/control computer (the Power 
Management Processor)) indicating the changed configuration. 

3 .  At a later time; preferably when the activity of the PDCU should be 
stable for a while , or at a prearranged time-slot,one or more 
self-test programs are run on the "failed" computer. If it shows no 
error for,say, three times in a row,it is declared to be good and is 
restored to active parallel redundancy by some means such as perhaps, 
transferring certain memory contents from the now active computer then 
transferring the current insruction address to the address 
counter/register of the previously "failed" computer. Bits are posted 
in the A/B control logic indicating that this computer is now the B 
computer. Care must be taken not to allow changes to memory of the 
active 'A' computer while the newly restored 'B' computer is being 
reinitialized, etc. This system may be difficult to implement 
successfully. Other means/rationale must be developed to restore a 
previously "failed" computer such as the use of a double buffer in the 
software for inputs and outputs. 
n-out-of-m times, the computer could be declared a candidate for 
replacement by means of EVA or robotics at a later time. 

If the computer tests bad for 
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If the scenario had included EDAC memories, the single-event upset would 
have showed up as a "failure" in the memory which sustained the failure only. 
It would have been corrected immediately by the EDAC and would not even trigger 
the self-checking pair comparator alarm. 
signal to the health monitoring computer (the Power Management 
Process0r)indicating that a correctable failure had occurred in computer xx at 
time yy. A trend analysis could be used to, e.g. count failures over a time 
period. 
be questionable (at least) and perhaps also alert the operator/ground which 
might ask for more extensive tests or could switch t o  a different computer 
pair. 

It would be desireable to send a 

If the trend surpasses a threshold, it could declare the computer to 

Samole Scenario with Two-out-of-three Votins Triad 

Assume a scenario with a two-out-of-three voting triad where each 
processor of the triad has its own non-EDAC memory and one of the thee 
processors sustains a failure. 

Processor #1 has the failure and is detected as being different than 
Proceessors #2 and#3. Computation continues on Processors #2 and #3 as a 
sel f -checki ng pai r and Processor #1 i s deactivated , cl eared and i n i ti a1 i zed. 
Then a self-test program is run on Processor #1 to determine if 
failure. If Processor #1 passes the test,say, three times in a 
presumed that it was a soft failure/single-event upset. We now 
problem of placing a "recycled processor back on-line only with 
processors it is really no easier. 

this was a hard 
row, it can be 
are back to the 
three 

Recvcl ins a "Failed" ComDuter 

Each computer program must be designed to permit recycl ing o f  "failed" 
computers. 
can idle while the "failed" computer is initialized and placed on-line. Any 
real long-term data will have to be stored in at least two places to 
prevent/minimize its chances of being lost due to a failure. 
should be designed so that it can be reconstituted rapidly as new inputs are 

A specific time-slot must be provided wherein the active program 

Short-term data 

received. 

7-117 



TvDical PMAD Processor with 1553 1/0 

A typical PMAD processor as shown in Figure x consists of an A and a B 
redundant channel of self-checking pairs or 2-out-of 3 triads ; each processor 
with a separate EDAC memory and having cross-strapped inputs and outputs so 
that any processor can access any input or drive any output. The balance of 
this paragraph will assume the use of self-checking pairs to develop 1/0 
concepts. The 2-out-of 3 triads could also have been used. 

There are two dual 15538 1/0 channels; one for processor t o  processor 
communication and one for driving the RPCs and RBIs. Each 1553 1/0 channel 
interfaces with an MBIU (Multiplex Data Bus Interface Unit) which serves to 
unload and decouple the processor from bus tasks such as polling, bufferring, 
interrupt and storage protocols until data is absorbed by the processor's 
memory by infrequent DMAs from its MBIU. The MBIU receives the bus messages 
addressed to the processor, synchronizes them to the processors and inputs them 
to both halves o f  the processor's self-checking pairs identically. On 
output,the MBIU i s  driven by the "good" self-checking pair. Each pair has a 
dual comparator which compares memory data and' address with its twin. If they 
agree, both are assumed to be good. 
are not used except after further test and reinitialization. 

' 

If they disagree,both are deemed bad and 

Each channel has a separate power supply supplied by a separate power bus. 
A watch-dog timer pair is provided for each channel. If no errors are detected 
by the inherent hardware self-tests in each processor,every time the processor 
passes a predetermined address, it sends an "I'm OK" pulse to the watch-dog 
timer,resetting it. 
immediately) . 
in the period before expiration)due to a software/hardware hangup, the timer 
fires and triggers control signals which cause the then active channel A or B 
to switch off and switch to the surviving pair/s. It should be noted that this 
paragraph dealt with self-checking pairs as a convevience in presentation; 
two-out-of-three voting could just as well have been used. 

If an error is detected the timer expires (outputs 
If the timer expires because it has not received a reset pulse 
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7.13 PMAD BUS ALTERNATIVE STUDY 

7.13.1 Introduction 

The PMAD subsystem control function needs a means of communicating between 
the processors, mi cro-processors, control 1 ers and 1 oad and power bus control 
devices such as RPCs and RBIs. The question is should this be by means of a 
bus, a group of buses, a combination of buses and direct computer I/O, or a 
common bus with the DMS bus? A further question is should there be more than 
one set of media for the buses that are required? Also, what should the 
message standards and protocol be for the bus? This study will address these 
questions, not necessarily in the above order. 

7.13.2 The RPC Interface 

The largest number of devices, as a group, is the approximately 1000 RPCs 
and RBIs needed for load control o f  the growth configuration. These are housed 
in groups of approximately 50 in the Power Distribution and Control Units. The 
wiring distance between the RPCs and their PDCU Processor is quite small and is 
more a matter of back-plane wiring than of long-haul cabling. 

I 

This suggests that something akin to normal computer 1/0 would be better 
than a bus because of the simpler interface, lower cost and power and 
potentially more rapid responses. 
basically just serial or parallel (or the use of a higher speed serial 
interface such as MIL-STD-1553B could be studied). 

The choices o f  interface at this level are 

A parallel interface such as the IEEE 488 bus would require that about 24 
wires (the data and control lines) be brought out of the PDCU Processor and go 
to each RPC and RBI in the PDCU. Since this is back plane wiring, this poses no 
undue hardship and the cost is reasonable. 
would only take a few microseconds for commanding (actuating) or reading 
(obtaining status/current value) any one RPC or RBI. Furthermore, any RPC or 
RBI that wants to talk to its local PDCU processor, can interrupt and get 
virtually immediate attention without consideration o f  bus access delays. 
only delays would be interrupt and job rescheduling times in the software o f  

A direct parallel 1/0 interface 

The 
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the controlling PDCU Processor which should be less than one millisecond. 
Should another processor such as the neighboring PDCU want to control or 
interrogate an RBI or RPC, not on its 1/0 network, it would do this by first 
accessing the controlling PDCU via their common bus, then have the controlling 
PDCU in turn, access the RPC or RBI via its software and I/O. Only a single 
parallel interface card would be needed in each PDCU processor. The IEEE 488 is 
about twice as slow as parallel I/O, but is still quite fast as a 
one-way bus. 
energizing a common control line to the bus controller. 
must then poll all users on its net to determine which one wants service; then 
interogate (permit) it. This could reduce polling time requirements by more 
than a factor of two from the 1553 bus. The use o f  parallel pol 1 ing also 
reduces pol 1 i ng ti me. 

The IEEE 488 protocol permits any user to request service by 
The bus controller 

A comparison of power requirements reveals that the 15538 interface may be 
implemented with a 600 mw hybrid chip, a half-dozen CMOS IC's and one 300 mw 
line driver for a total o f  about 1.0 watt per interface group. The 488 
interface may be implemented with one 100 mw CMOS I.C. but requires 24 line 
drivers at about 150 mw each for a total of about 3.6 watts per interface 
group. One 488 or 1553 controller interface per processor will serve its 
approximately 50 RPC/RBI loads. Each RPC and RBI would have to incorporate a 
receive/transmit "slave' terminal capability so that the 1000 RPC/RBI's would 
dissipate about 3.6 kw in contrast to only about 1 KW for 1553. 

If a serial interface such as RS-232 were used, other system costs would 
increase. For example, a serial interface would require about 30 serial 
interface cards to accommodate 100 devices (3 RS-232 interfaces per card) and 
an individual wire bundle o f  about 4 wires would have to link each device with 
the PDCU processor. The RS-232 interface would operate at approximately 1200 
bits/sec and passing just one 16 bit word would take 13 milliseconds which is 
slow compared to the parallel 1/0 or IEEE 488 interface. 
that the parallel 1/0 or IEEE 488 interface is superior to RS-232 due to the 
fact that only 1 card (already existing) is required per PDCU processor in 
contrast to the 30 cards required for the RS-232. The parallel interface would 
require 24 wires linking each processor with the PDCU whereas the serial RS-232 

It is fairly obvious 

7-120 



would require 100 sets of 4 wires; one to each RPC/RBI as interconnects. 
IEEE 488 also is much faster. At this point, no further consideration will be 
given to the use of RS-232. 
RPC/RBI 
analysis will set the framework for the potential use of 1553 for PMAD 
interprocessor communications and is presented below. 

The 

The 1553 bus should be considered for use at the 
interface level due to its lesser power and number of wires. The same 

7.13.3 The Processor-to-Processor Interface 

The PMAD processors, micro-processors and controllers should share a 
common bus with a common interface, if feasible. Some of the data exchanged, 
particularly fault data, and Solar Dynamic Engine control data must reach the 
intended recipient as quickly as possible to reduce the risk and extent of 
potential damage; and certainly within the permissable over-stress times which 
are typical ly 25-50 mi 1 1  i seconds for most power equipment . 

Closed-loop control data, such as is used with the Solar Dynamic Engine on 
its local area bus with its Controller, likewise, should reach the recipient 
rapidly; the permissible time being a function of the controlled device and its 
thermal and overload characteristics. 

e 
There are about 25 processor/controll ers currently anticipated to populate 

the growth configuration on the PMAD Control bus. The PMAD Control bus would 
have to support that many subscribers while maintaining acceptable response 
time. Various networks could be studied to find the one best suited for PMAD 

use. 
attention will focus on CSMA/CD type buses which are being contemplated for 
DMS . 

Due to the desire to share a common network with DMS, particular 

7.13.4 Use of a CSMA/CD Bus 

Normal baseband communications networks typically use a bidirectional 
signal path on which signals are encoded on the cable using Manchester or other 
baseband techniques. 
The most common implementation is CSMA/CD (Carrier Sensor Multiple Access with 
Collision Detection) in which all subscribers share a channel/wire/fiber. 

A variety of packet mode access techniques can be used. 
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Subscribers decide to transmit when a channel is free (no carrier). If two or 
more subscribers decide to transmit at the same time, collisions of data 
packets wi 1 1  occur. Subscribers then retransmit after a randomi zed del ay . 

Once a subscriber starts to transmit, it can be either a short or a long 
transmission limited only by the network protocol rules to some maximum message 
length, usually in the order of 256 bytes (2048 bits). If another subscriber 
needs rapid bus access, it is conceivable, though unlikely, that he may 
virtually never get access or that access time may be denied for a 
substantially long period since other subscribers might repeatedly get access 
before he does. For this reason, rapid-resonse cannot be guaranteed on a 
CSMA/CD type bus. The PMAD subsystem has some signals and control loops, i n  
which the worst-case response must be known and be less than a prescribed 
value. 
calculated, must be used in this case. A CSMA/CD type o f  bus is not 
recommended. It is possible t o  have c o l l i s i o n  detection and some form o f  

determanism' by using a non-standard protocol. Some o f  the candidate DMS buses 
profess this kind of bus; one in which a detected collision caues every 
subscriber to revert to a different predetermined delay before retransmission. 
This approximates a fair-share bus. In effect, this is setting priorities. If 
all or most users are the same priority, this really doesn't help much. 
Furthermore, it presumes that all subscribers sense the collision which is 
probably over-optimistic,pareticularly for a fiber-optics netork. 

a deterministic bus, one in which the worst case response time can be 

The next most common bus, particularily in MIL-SPEC type equipment is the 
MIL-STD 15538. 

7.13.5 Use o f  MIL-STD-1553 Bus 

The 1553 bus is a time division command/response multiplex data bus which 
is more exactly a master/slave point-to-point data link with several users 
sharing a common media (cable). 
to the open definition of certain fields in the MIL-STD. 
usually used because of its relatively high speed and because there are 
readily-available low-cost IC's which implement the receive/transmit and in 
some cases the address recognition function. The balance of the protocol and 
decoding is done in the software of the net controller/s and remote terminals 
which can either be a portion of one or more existing system processors or can 
be a dedicated small processor. 

Not all 1553 buses are directly compatible due 
The 1553 bus is 
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Due to the 1 mHz bit rate and the fixed short message length of 16 bits 
plus parity and sync and the relatively large space between messages, a small 
buffer can be used, thereby reducing the cost and complexity of the 
MIL-STD-1553 receive interface device. 

The 1553 bus is not suitable for very high speed use but is virtually 
ideal for use in exchanging short messages as in a low to medium speed power 
control system. 

The first limitation on using 1553 is that the address field can only 
accommodate 30 slaves/terminals; however the subaddress field can accommodate 
30 address variations for a total of 900 possible unique addresses. 
standard IC’s only decode the address field, the subaddress would have to be 
decoded in the slave processor; thereby possibly slowing it up; or generating a 
requirement for a more complex interface at the receiving terminal/sl ave 
containing at least a one chip logic device/processor in addition to the 
interface IC, to decode the subaddress. 

Since the 

One other limitation of the 1553 masterlslave protocol is that the slave 
can only talk when told (allowed) to. 
master (the net controller) to poll all the slaves periodically to permit them 
to send data/status back to the master or to a designated recipient. 

This imposes a requirement upon the 
a 

. 

In a central ized-processing PMAD system, theoretically, a single 1553 bus 
could be used to link all PMAD equipment; however due to the large number of 
RPC’s (about 1000 for growth) the polling and addressing requirements would be 

excessive on the processor used as net controller and the effective respones 
time of any one RPC slave/terminal also would be excessive. 

A practical 1553 system can be used for the distributed processing PMAD 
subsystem where only the procesors and controllers which number less than 50 
for growth are placed on one or more 1553 Control buses and can exchange 
information with each other by means of the Power management processors acting 
also as net controllers. Each PDCU would serve its associated RPCs and RBIs 
over local 1553 networks. 
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Response Time of the 1553 Bus for the Computer Network 

In order to test feasibility to control about 50 Processors and controllers on 
a single 15538 bus, a quick analysis is presented herein where time to poll and 
send a message to one processor is estimated: 

Action Jnstruction 

1) pick up next poll address 
2) construct message 
3) message bit transmit time 
4) Intermessage Delay 

4 12 usec 
12 36 usec 

20 usec 
12 usec 

total = 80 usec/user 

The response time of each receiving processor's status message would be 
comparable for a total of about 160 usec/user round trip time. 
one bus, this would be 8000 usec or 8 ms as the maximum time neglecting software 
time) it would take an interrupt type o f  condition to reach the net Controller 
as a result o f  polling and access delays. This should be sufficiently fast for 
either PDCU or Power Management processing. 

For 50 users on 

7.13.6 Dedicated or Shared Communications Net Controller 

The quick analysis of response time presented above implicitly assumed a 
dedicated net control 1 er processor since it neglected a1 1 other processor 
tasks. The main concern in the case of a non-dedicated processor is the time it 
would take for the software job controller in the processor. Even a relatively 
simple operating system, executive or resident data management system would take 
in the order of a millisecond every time there is a job change or a switch from 
1/0 to procesesing. 
tolerate such an environment without special considerations such as high task 
priority, DMA( Direct Memory Access), and a high-speed executive to maintain 
rapid response time. 
control 1 er processor should a1 so be considered if an existing system processor 
is used as the bus controller. 
dedicated communication bus controller processor. 
both in commercial and military equipments and their use is recommended to 
unload and uncouple the net controller processor. 

It is rather obvious that the polling task could not 

An interrupt driven 1/0 processor as part of the net 

The safest approach would be to use a small 
Such equipments are available 

7-124 



7.13.7 Abilitv of User to Communicate with Bus Controller 
0 

One factor of paramount importance in the case of slave processors in a 
real-time control system is to be able to communicate an emergency condition as 
soon as possible to the net controller/processor from whence it would be 
forwarded to the concerned processor/user. As discussed above, the 1553 
interface i s  dependent on polling rate from its bus controller. 
limits its suitability or requires a dedicated polling processor; perhaps a one 
chip processor. This is recomnended. 

This either 

7.13.8 Use o f  An IEEE 802.4 Bus 

The IEEE 802.4 bus is a representative deterministic, token passing bus 
using a common media wherein each active subscriber broadcasts when he has the 
token. All other active subscribers listen whether or not they are interested 
in the data. When a subscriber has the token, he can either transmit data and 
then pass the token; or as a minimum just pass the token. 
as a data block of variable length surrounded by a preamble/header and the 
token. The maximum message length is 8191 bytes or approximately 65k bits. 
Each active subscriber must get a fair turn as the token is passed around the 
"logical ring" of active subscribers. A new subscriber can enter the bus at the 
entry window at the end of the last active subscriber message. 
subscriber can transmit more than one message when it is his turn, but this is 
usually frowned upon and a priority scheme to permit this has not evolved yet 
in the standard. 

A message is defined 

an active 

7.13.9 U J  

If one shares even a deterministic bus o f  this type with many users over 
which you have little control it is very easy for your bus access time to 
escalate momentarily to fairly large values. The following sample calculations 
will show this: 
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Assuming a 10 megabit bus: 

Worst case message length = 65,000 b i t s  = 6.5ms/msg max. bus 
ra te  10,000,000 bits/sec 

If there are abou t  130 users of  which 50 are i n  the PMAD system and the 
Any r e s t  are comprised of about 40 housekeeping users and 40 payload users. 

one PMAD subsystem user could expect a worst case access time of approximately 
100 times the worst case message length or .6 seconds; since he would only get 
the token about  1/100th of the time i f  everyone were active and transmitting 
worst case messages.. In a practical s i tuat ion,  everyone will neither be active 
nor transmitting worst case messages. 
subsystem messages are much shorter ( a  few hundred b i t s  a t  most). 
possible, even though n o t  very probable that  an occasional response delay of a 
common bus would be i n  the order of a half second and could delay PMAD 
corrective action long enough t o  cause ei ther  unacceptable damage; or short 
term loss o f  power t o  a c r i t i ca l  load.  

For example, we know that  the PMAD 
I t  i s  

I t  i s  also possible t h a t  any of the other users could inadvertently hog 
the bus and cause even longer delays i f  not properly controlled by ei ther  i t s  
bus controller 's  local f au l t  detection and correction or the bus's hog control 
messages. 

There are several other factors which add t o  the access delays. These a r e  
re la t ively small delays and usually can be neglected compared t o  the larger 
delays cited above. These include: 

a )  Cab1 e del ays (propagat ion time) 

b) First time net entry delay 

c)  Host processor "digestion delays" 

d )  Bus interface u n i t  buffer delays. 
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It should be noted that the worst case delay can be limited if the maximum 
message length is shortened from that in the IEEE standard. 
right for PMAD but might be detrimental to other users, particularly those with 
lots of data to transfer. (e.9. the communication subsystem). 

This would be all e 

7.13.10 Response of a Dedicated PMAD Network 

The response of a non-shared IEEE 802.4 Bus PMAD network would be as 
follows for the protocol worst case message length: 

Worst access: 

worst case message length = 65,000 bits x 50 users=325 ms. 
bus data rate , 10,000,000 bi t s/sec 

This i s  probably too long; however, it i s  easy to make shorter by reducing 
If a maximum of 256 bytes 

A maximum message length 

the maximum message length protocol (for PMAD only). 
were used, the worst case response would improve to 256 x 8 x 325 ms = 

10.2 ms. or less, 65000.which i s  probably acceptable. 
of 256 bytes i s  more than acceptable for PMAD since the messages are short and 
there are no known long messages which require rapid response. 
further reduction of the PMAD worst-case message length could be considered if 
better response time should be necessary. 

In fact, 

This analysis shows that a representative IEEE 802.4 bus with protocol 
restrictions is acceptable as a network since it is deterministic and the worst 
case access/response is acceptable; however, sharing an IEEE 802.4 bus on a 
common network with OMS is not acceptable due to the increased traffic and the 
standard protocol maximum message length. 
document, no practical components exist for a 802.4 bus; however, a token 
passing ring type bus which has similar characteristics should have viable 
components shortly. 
network which would allowseparate rules for protocol to exist in each of the 
two networks. 

At the time of writing this 

Another possibility would be a broad-band bus two channel 
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7.13.11 

A broad-band bus on the Space Station would permit bus media sharing while 
separating the DMS and PMAD data streams. 
from hardware commonality and elimination of duplicate cables for DMS and PMAD 
and also to permit the DMS and PMAD buses to coexist without interfering with 
each other. 
networks such as ETHERNET and IEEE 802.3 also can experience a momentarily slow 
response time (access time) particularly when several other users elect to 
transmit long messages, one after the other, thereby denying access to a user 
that is in a hurry as in a real-time control system such as PMAD. This i s  
worsened by the added time for collision resolution. Even deterministic buses 
such as IEEE 802.4 would have to set some of their own protocol to reduce 
permissable message 1 ength maximums for guaranteed rapid response. 
broad-band bus would potentially and actually permit the DMS network and the 
PMAO control network to coexist as separate networks on the same cable at 
different frequencies, thereby el iminating message interference between 
networks. Adoption o f  a broad-band bus would permit parallel development o f  
DMS and’PMAD-with little or no interaction occuring between the two systems. 
There i s  no question that such an approach would do the job; however, the 
remaining question would be one of cost and practicality (weight, size, 
maturity, etc.) 

The desire for a common bus stems 

The need for separate buses comes from the fact that CSMA/CD 

A 

There are commercial systems which perform- in the above described manner 
which are in existence and could be adapted to a space environment. Each node 
which interfaces with the broad-band bus would have to contain a broad-band 
modem to transform the base-band network signal to a relatively high frequency 
carrier, typically 250 mHz, at a bandwidth of about 10 mHz. These modems cost 
approximately $3500 apiece and are about 1.3 cu ft in size and weigh about 15 
pounds in existing commercial equipment. 
application probably could be made for about 620K-blOOk; occupying about .25 cu 
ft and weighing about 3 pounds and with a non-recurring cost of less than a few 
million dollars. It i s  fairly obvious that elimination o f  an extra few hundred 
feet of cable would be more than offset by the added cost, volume and weight o f  
from 50-100 modems, one at each node of the DMS and PMAD systems on the common 

A wide band modem for space 
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bus. 
response of the DMS or the PMAD Control buses as individual buses. 
concern about separation of major users of a common media bus is strong enough 
to bear the cost, then a broad-band bus is a workable solution. 

The broad-band bus would in no way improve or hinder the operation or 
If the 

7.13.12 Use of Fiber-ootics 

The practical use of lightweight fiber-optics cable as the media is still 
questionable ,particularly in a space environment. 
fiber-optics is both lossy and unreliable at the present state-of-the-art. 
Fiber-optics is basically a one-way media with two paths required to comprise a 
duplex circuit. Fiberoptics "stars" are used as the only practical way to 
accomplish a "tee" function but increase average number of cable runs and 
complexity as we1 1 as to increase signal amp1 i tude dispersion. 

The ability to "tee" 

Collisions are more likely in a fiber-optic system due to differences in 
cable'length and in transceiver outputs particularly when mu1 ti -point star 
couplers (which are inherently lossy and variable between taps) are used. 
Received optical signals can vary in amplitude by as much as 10 dB or more. 
With that much deviation, a high amplitude signal could mask a low amplitude 
optical signal so completely that an impending collision would be impossible to 
detect. 
further adds to signal amplitude variation. 

a 
The use of repeaters, bridges and optical -to-electronic converters 

Fiber-optics connectors also still are quite unreliable, large and 
relatively heavy which further mitigates against the use of fiber-optics at 
this time except for long-haul point-to-point cables in excess of a kilometer 
in length or in special EMI/radiation situations or in applications i n  which 
extremely wide band widths are required. In ground environments fiber-optics 
connectors get dirty causing signal loss or even stoppage. 
effects of micro-dust particles in space or contaminating fiber-optics 
junctions should be studied before adopting fiber-optics. 
extreme cold temperature on light refraction/transmissivity within the fiber 
should be studied. Stability of adhesives which are used as joining mediums 
with many connectors should be investigated. It is possible that the 

The long-term 

Also, the effects of 
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state-of-the-art in fiber-optics will advance enough in the next few years to 
make this choice less risky. Welded joints rather than connectors would 
eliminate the dirt and reliability problem, however, how would you weld the 
add-on for growth or repair damage in space? 

7.13.13 Recommended Base-line 

1) The use o f  local area nets for the RPC/RBI interface using parallel 
1/0 or IEEE 488 as the RPC/RBI interface in PMAD if parasitic power 
is not too costly; the use o f  MIL-STD-15538 if extremely rapid 
response-time is not a predominent requirement and parasitic power is 
very costly. 
baseline 1553 for local area networks. 

Since parasitic power i s  costly, we recommend and will 

2 )  The use of either something similar to IEEE 802.4 or MIL-STD-1553B 

and 
as the processor-to-processor interface in the PMAD Control net. 
Since 802.4 components are not readily available, we recommend 
wi 1 1  base1 ine 1553. 

3 )  The use o f  a common broad-band coaxial cable network allowing PMAD 
and DMS to share cables if concern about interaction is strong enough 
to warrant the added cost. (A NASA decision). 

The analysis must be continued to include redundant paths and the ability 
to survive damage by the incorporation of fault-tolerant architectures. 
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7.14 BATTERY AND ARRAY S I Z E  SELECTION 

The key t r a d e  s tudy performed i n  support  o f  t h e  PV subsystem d e f i n i t i o n  was 
concerned w i t h  t h e  s i z i n g  o f  t h e  a r ray  power and b a t t e r y  c a p a c i t y .  
c o n s i d e r a t i o n  was t h e  o p t i m i z a t i o n  o f  a r r a y  and b a t t e r y  f o r  t h e  p o l a r  p l a t f o r m  
w h i l e  meet ing t h e  s t a t i o n  requirements i n  a c o s t - e f f e c t i v e  manner. 
has been p laced on P o l a r  P l a t f o r m  o p t i m i z a t i o n  t o  min imize i t s  f i r s t  launch 
mass. 

The major 

Emphasis 

I n  a d d i t i o n  t o  t h e  general  requirements s t i p u l a t e d  i n  t h e  Space S t a t i o n  
Program Power System D e f i n i t i o n s  and Requirements, s p e c i f i c  ground r u l e s  used 
f o r  t h e  b a t t e r y  and PV a r r a y  s i z e  t r a d e  are: 

I n  add 
goal  s : 

Min imize p o l a r  p l a t f o r m  f i r s t - l a u n c h  and I O C  EPS mass. 

I d e n t i c a l  assemblies on p l a t f o r m  and s t a t i o n  f o r  source hardware 
( s t r i c t  commonal i ty )  . 
The p l a t f o r m  c a r r i e s  one redundant b a t t e r y  a t  f i r s t  launch and 
IOC. 

P l a t f o r m  b a t t e r y  DOD i s  35% maximum w i t h  one b a t t e r y  ou t .  

The s t a t i o n  must have even number o f  b a t t e r y  modules b u t  c a r r i e s  
no redundant b a t t e r i e s .  

S t a t i o n  b a t t e r y  DOD i s  35% maximum w i t h  a l l  

t i o n  t o  these c r i t e r i a ,  t h e  f o l l o w i n g  a re  cons 

b a t  t e r i  es work i  ng . 
dered as d e s i r a b l e  

o The I O C  p l a t f o r m  has a t  l e a s t  t h r e e  b a t t e r i e s  p l u s  one redundant 
b a t t e r y .  

S t a t i o n  PV nominal power c a p a b i l i t y  o f  25 kW a t  user  i n p u t  p l u s  
1 kW f o r  PMAD processors a t  3 years i n  o r b i t .  

Minimize PV subsystem mass on t h e  s t a t i o n .  

o 

o 
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ADDroac h 

Following detailed definition and refinement of array degradation factors 
for the worst-case altitude conditions for the polar platform and the station, 
the power capability of array panels for the 10-year polar orbit case and 
3-year station orbit case were determined. 
was used for one array wing: 

A simple linear mass model equation 

Wing mass = 181.2 kg t 5.5 kg/(panels/blanket) 

and for one battery: 

Battery mass = 72 kg t 2.4 kg/Ah. 

These models have good validity in the ranges of interest. 

The peaking requirements on the-platform permit variation of 
depth-of-discharge carry-over to subsequent cycles, so long as full recharge is 
achieved at the completion of the two peaking orbits and two make-up orbits. 
Larger arrays minimize this carry-over, thus reducing the battery size required 
to maintain a maximum 35% DOD. Smaller arrays necessitate increased battery 
size. 

Total battery capacity requirement for the station i s  a function of array 
capability. Since the platform-optimized array man not meet the station PV 
power goal of 25+1 kW, the batteries are not necessarily sized to support 25t1 
kW, but rather the actual capability o f  the PV system up to 25+1 kW. 

Trade Summarv 

CaDacitv Ranqe - Potentially viable battery capacity options cover the 
range of 30 to 120 Ah. 
in significant penalties at the very large capacity sizes. 
above 80 Ah were effectively eliminated from consideration. 
capacity, the quantity of batteries on the station becomes quite large and this 
begins to present significant cost penal ties. 

However, the platform redundancy considerations result 

Below about 50 Ah 
Thus, capacities 

Since appropriate redundancy 
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levels for the platform do n o t  demand batteries smaller than 50 A h ,  the lower 
l imit  was se t  a t  t h a t  level for  further trades. .The viable range of 50 t o  80 
Ah was selected. 

Arrav/Batterv Trade - Figure 7.14-1 show the mass trade for 46 and 48 
panel arrays and the selected parametric range of battery capacit ies.  The mass 
figures represent the array wings, bat ter ies ,  and the power-independent mass of 
the charge and discharge power converters (the power dependent par t  does n o t  
vary w i t h  capacity select ion) .  The sawtooth shape of the curves re f lec ts  the 
modularity of the batteries:  mass increases with capacity as bat ter ies  are 
increasingly oversized w i t h  respect t o  the need, until the p o i n t  i s  reached 
where a smaller whole number of batteries f i t s  the requirements ( a  whole even 
number in case of the s ta t ion) .  

A- - Only i n  the case of the IOC platform would a system 
w i t h  a 48-panel array be potentially l ighter  t h a n  a 46-panel system over a 
small range of battery capacities. In t h a t  range, there would be overall mass 
penalties o n .  the first-launch platform and the s ta t ion.  W i t h  the first-launch 
platform being particularly mass-cri t i c a l ,  the 46-panel a r ray  was selected as 
common baseline for  the platform and the s ta t ion,  even t h o u g h  the station PV 
power capabili ty does not quite reach the o u t p u t  power goal of 25+1 kW. 

Battery CaDaci t v  Selection - Figure 7.14-1 i 11 ustrates the fol l  owing 
potential capacity selections (46-panel case) : 

o 55 Ah - minimal first-launch platform mass 
o 58 Ah - low station mass 
o 62 Ah - minimal IOC platform mass 
o 77 Ah - minimal station mass, minimal total  instal led mass 

The 77-Ah option appears a t t ract ive,  b u t  the first-launch platform mass 
penalty i s  large. The 55-Ah capacity i s  best for  f irst-launch b u t  yields large 
penalties on IOC platform and station. The 62-Ah capacity, which provides low 
total  installed mass w i t h  minimal added mass on the first-launch platform, i s  
an a t t rac t ive  compromise. The 62-Ah batteries are therefore selected as 
base1 i ne. 
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B a t t e r y  Cell Diameter - Options are the conventional 3.5-inch diameter 
NiH2 ce l l s  versus the more recently demonstrated 4.5-inch versions. 
4.5-inch c e l l ,  while nearly equivalent i n  maturity t o  the smaller s ize ,  i s  n o t  
mass-effective below abou t  90-100 Ah capacity. Since platform redundancy 
requirements force the selection of the cell  capacity well below t h i s  level ,  
the 3.5-inch diameter technology i s  a logical choice. 

The 

Battery Vol taae and Modul ari  t y  - Options are voltage 1 eve1 s optimally 
matched t o  the source bus voltage, and voltage levels t h a t  provide the 
opportunity for  commonal i t y  with lower-vol tage space station elements, such as 
the Mobile Servicing Center (MSC) and related systems such as the OMV. 
former would require approximately 100 ce l l s  in se r ies ,  s p l i t  in two or more 
manageable ser ies  assemblies. The l a t t e r  could be implemented w i t h  a modular 
battery assembly with 22 t o  23 ce l l s .  
would serve s ta t ion and platform, and a single assembly would be compatible 
w i t h  low-voltage (MIL-STD-1539) systems. 

The 

Four of these in ser ies  (88 t o  92 c e l l s )  

. The modular approach does not  appear t o  present significant cost 
penalt ies,  since practical constraints already d ic ta te  a level of physical 
modularity for  the 100-cell bat ter ies .  Using a 23-cell modular design 
approach, battery development costs would be vir tual ly  eliminated for  separate 
low-voltage systems, so that  the overall cost of energy storage hardware for 
the program could be reduced. Therefore, a 23-cell battery assembly has been 
baselined as the building block for the space station and associated bat ter ies .  
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a 7.15 

7.15.1 

PMAD ORUs PACKAGING 

Methodol oqv 

The flow chart shown in Figure 7.15-1 reflects the approach used in 
performing this trade-off study. 
the various possibilities of sizes were evaluated, and the conclusion served in 
the process of selecting the attachment to the utility plates. The selection 
of ORU attachment method affects both structural attachment and compati bi 1 i ty 
with EVA and telerobotic servicing. The source of method of heat removal 
micrometeroid protection, cosmic radiation and EM field protection, and 
orientation studies were run in parallel in order to establish the information 
base for the final selection. The study is preliminary, however the results 
obtained indicated the sound feasibility of the concept selected. 

Once the design requirements were developed, 

7.15.1.1 Object i ve 

Obtaining prel iminary base1 ine information on the major factors affecting 
PMAD packaging configuration and structure. 

7.15.1.2 AssumDtions 

o The functional components and/or quantities within an ORU are a given 
rather than a variable for these studies. Further optimization 
studies will be conducted during Phase C/D. 

Penetration of the wall of an ORU by a micrometeoroid or orbital 
debris particle results in ORU failure. 

WP-04 PMAD ORUs inboard of the alpha joint will govern the physical 
elements of the external interface with WP-02 utility plates. 

o 

o 

7.15.2 Reauirements 

7.15.2.1 Electrical/Electronics Content 

o The content of the ORU should be provided with proper heat removal in 
order to maintain their temperature at an acceptable range. 

o Protection from the natural environment should be provided, 
specifically protection from micrometeoroids, space debris, cosmic 
radiation and EM field. 
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o Ease o f  access t o  t he  components du r ing  i n s t a l l a t i o n  and maintenance. 

Note: The issue o f  EMI/EMC was no t  p a r t  o f  t he  study. 

7.15 .2 .2  I n t e r f a c e s  

Each ORU r e q u i r e s  connections f o r  e l e c t r i c a l  power, DC c o n t r o l  power, data, 
heat t r a n s f e r  and s t r u c t u r a l  attachment. The i n t e r f a c e  method se lec ted  should 
have t h e  f o l l o w i n g  c h a r a c t e r i s t i c s :  

o 

o 

Compatible w i t h  EVA removal/repl acement 

Compatible w i t h  t h e  MSC and e f f e c t o r  and w i t h  t e l e r o b o t i c  
removal/repl acement 

o Ful f i 11 commonal i ty  requirements 

o C o n s t i t u t e  a l l  t he  i n t e r f a c e s  w i t h  100% r e l i a b i l i t y  f o r  t he  r e q u i r e d  
number o f  mat i ng/demat i ng . 

The ORU envelope selected, i n  a d d i t i o n  t o  p r o v i d i n g  p r o t e c t i o n  aga ins t  the 
n a t u r a l  environment, must f u r t h e r  s a t i s f y  requirements p e r t a i n i n g  t o :  

o S t r u c t u r a l  c h a r a c t e r i s t i c s  

o Ease o f  a c c e s s i b i l i t y  t o  i n t e r n a l  components 

o A b i l i t y  t o  w i ths tand ground hand l ing  and storage 

7.15 .3  Generic Analyses 

The gener ic  analyses (see F igure  7.15-1) were performed i n  p a r a l l e l  t o  

ensure t h a t  each area considered the  widest range o f  op t ions  a p p l i c a b l e  t o  t he  
f i e l d ,  r e s e r v i n g  r e s o l u t i o n  o f  any c o n f l i c t s  t o  a l a t e r  phase o f  t h e  study. 

7 . 1 5 . 3 . 1  Sizes. Conf iqura t ions  and O r i e n t a t i o n  

Each ORU s i z i n g  was based on est imated components dimensions, mass, 
mounting geometries, and popu la t ion .  
were used - maximizing commonality, and percent occupancy. 
i n  th ree  standard case s izes f o r  external  ORUs and a common mounting method for 
i n t e r n a l  ORUs. 

Two, a c t u a l l y ,  c o n f l i c t i n g  requirements 
The study r e s u l t e d  

See Table 7.15-2 .  The i n t e r f a c i n g  element i n  a l l  t h e  ORUs i s  
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- ORU 

Table 7.15-2 

Standard Packages Size and Present Occupancy 

To ta l  
Comoonents VOI ume (in 3I Packaae S i z e  % OccuDancv 

Transformer 248 

Power Source Contro l  1 e r  414 
AC Swi tch ing  U n i t  640 
PV Contro l  1 e r  510 

SD Contro l  1 e r  
MBSU 
DC Swi tch ing  U n i t  
PDCU (Truss) 
Battery Assembly 

1020 
1156 
1548 
1885 
3960 (*) 

A 8 . 4  
A 13.9 
A 20.5 
A 17.2 

B 25.2 
B 28.5 
B 38 .2  
B 46.5 
B 98 

DC-AC I n v e r t e r  3150 C 38.3  
PV Contro l  U n i t  2880 C 35.0  

BCDU 3372 C 41.0 
Frequency Converter 4200 c 51.1 
NSTS Power Converter 7276 C 88 .5  

PMC 
NBSU 
PDCU (Module) 

372 
1266 
1185 

External  Envelope Dimensions 
A = 23 x 25 x 12 i n  
B = 23 x 38  x 12 i n  
C - 28 x 38  x 12 
I - I n t e r n a l  r a c k  mount 
* Envelope o f  t he  23 c e l l s  c l u s t e r  
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of the same size although the number of electrical power, DC and data a 
connection may differ from one ORU interfacing unit to the other. A l s o  after 
review of all the components dimensions, it was concluded that the height of 
all the ORUs can be the same. Another common feature to the PMAD ORUs is the 
bottom base plate to which the components are bolted. Component layouts for 
the highest density ORU in each class have been checked by Manufacturing to 
assure feasibility of production and maintenance. 

The battery assemblies packaging is the same as for the PMAD packaging, and 
is therefore included in this study. 

utilizing both approaches. It 
for maintainability made pract 
the comoonents inside the box. 

The issue of locating the components on the base plate only, or in 
combination with location on the walls or even the top was considered. 
were prepared for the individual ORUs as well as for the PV equipment box, 

Layouts 

uded that room availability, and access 
difference regarding the location o f  

, when considering heat pipe routing in 
the box, room for electrical and data harnesses, ease of access to the 
components and the overall weight of the ORU, the conclusion was that the base 
plate should be the only location for the components attachment. 

was conc 
cally no 
However. 

Note: These conclusions were not reflected in the submitted layout 
drawings. Further studies will refine these conclusions. 

7.15.3.2 Thermal 

Preliminary thermal analysis was performed evaluating the following: 

a) ORU passive cool ing 
b) Thermal interfacing with conductive pad (active cooling) 
c) Thermal interfacing with fluid circulation (active cooling) 

The requirement imposed, based on the battery assembly for cases b and c 
above, were 5 5 5 ' C  at the utility plate. e 
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fter eliminating 7.15.3.2-a due to various reasons (e.g. lack of full 
orientation control of the casing particularly during first two flights, weight 
and volume penalty, etc.) the concept of thermal interfacing with conductive 
pad between the ORU and the utility place was studied. 
path from a component inside the ORU all the way to the radiator was 
investigated. See Figure 7.15-2. Thermal pads sizes and fit into the 
interfacing element were studied as well. 

The thermal resistance 

7.15.3.3 Natural Environment 

High energy particle, EM radiation, and Macro/Micro collision environments 
were considered. The high energy particle environment consists of cosmic 
radiation and the solar wind flux which varies with solar activity. The polar 
orbit platform is also exposed to the flux of auroral electrons. The EM 
radiation environment consists of solar X-ray activity and manmade EMI. 

The macro/micro collision environment consists of a sporadic micrometeoroid 
flux, with random arrival orientations and rate, a stream of micrometeoroid 
flux, with predictable arrival rates from well-defined directions, and an 
orbital debris flux, with a flux orientation along the orbital path and random 
arrival rate. Single wall and bumpered wall collision protection methods were 
examined, and a work list for further study of specific survivability 

~ considerations was devel oped. 

, 7.15.4 Qesion Ootions and Selection 
I 

~ 

7.15.4.1 Sizes & Confiuurations 

Three sizes have tentatively been selectel I x 25 x in, 
23 x 38 x 12 in, and 28 x 38 x 12 in, see Table 7.15-2. The actual design of 
the structural attachment shall be performed at Phase C/D. 
constructed of aluminum honeycomb to give the required rigidity without a large 
weight penalty and provide the proper heat sink for the components. 

The baseplate is 
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7.15.4.2 Thermal Dissioation 

The Conductive pad type connector interfacing with the utility plate 
conductive pad is capable of conducting the necessary heat loads (less than 
7OOW/ORU). A replaceable gasket is considered for use at the interface between 
the ORU and the utility plate conductive pads to overcome potential loss in 
conductivity due to minute unevenness in the interfacing surfaces, and avoid 
problems due to diffusion bonding between the ORU and utility plate. 
Convective cooling, utilizing fluid connections between the ORU and the uti1 ity 
plate were shown to be required for heat transfer rate above about 700 w/ORU. 
Hence, it was not used for the the ORU/Utility Plate interface. 

Passive cooling of the ORUs was found unacceptable due to: 

o Lack of orientation control during initial installation 

o Increased envelope requi rements/ORU 

o Increased mass/ORU 

7.15.4.3 Shieldina: Meteoroid & Debris 

Collision protection studies indicate that a bumper-shield arrangement, in 
general, results in the least massive shield. Specific shield designs will be 
determined by the exposure-time product, geometry, and desired re1 iabil ity o f  
each ORU. For ORUs with higher reliability requirements a laminated main wall 
may be required. The outer walls o f  the ORUs must also protect the unit during 
ground hand1 i ng and react torque 1 oads during removal and rep1 acement . These 
additional requirements may determine a lower bound on wall dimensions. 

Bumper wall design is affected by the thickness of the inner wall, the 
outer wall, and the distance between them. See Figure 7.15-3. These variables 
are interrelated, and are dependent upon the colliding particle momentum. 
Optimization analysis was performed for bumper wall made of Al, for a survival 
probability over a 10 year period of .95.  
Figure 7.15-4. 
equivalent to the bumper wall would be twice as heavy. 

The results are shown in 
For comparison sake it should be stated that a single shield 
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7.15.4.4 Shieldinq: Ionization 

The conceptual evaluation of the subject of survivability resulted with the 
preliminary conclusion that in1 ieu of shielding all electronic components used 
in the Space Statdon and the platforms will have to be screened for radiation 
sensitivity, and some for tolerance to infrequent and randomly occurring upsets 
(due to heavy nucleids of the cosmic and galactic rays). 
such as circuit circumvention, voting logic, etc. will need to be considered. 

Design techniques 

7.15.5 Conclusions 

Figure ‘7.15-5 depicts the result of these conceptual/prel iminary studies. 
The components are attached to a base plate, which has heat pipes embedded in 
it. The heat pipes are connected to conductive pads, which are mounted in the 
interfacing element. The interfacing element institutes the structural, 
thermal, electrical, data and control interfaces - using a single motion. The 
interfacing element also interfaces with the robotics end effector. The base 
plate and the interfacing element are enclosed in the bumper wall box walls and 

top, and are mounted on a utility plate. 
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7.16 CAPILLARY PUMPED LOOP THERMAL CONTROL SYSTEM STUDY 

7.16.1 Jntroduction 

The baseline design of the integrated thermal control (ITC) system for the 
PV modules is described in section 2.1.1.5. The mechanically pumped two phase 
(MPTP) thermal transport system was selected. A study was performed in order 
to compare the MPTP system with the capillary pumped loop (CPL) concept. Both 
are two phase heat transport systems using ammonia as the working fluid. The 
primary difference is that the MPTP design incorporates , a  motor driven pump, 
while capillary action provides the pumping power in tke CPL system. The 
conclusion was that, although the CPL system is better from a technical 
standpoint, commonality with the WP-02 thermal transport system favors the MPTP 
design. 

7.16.2 P -q t 

The ITC, shown schematically in Figure 7.16-1, i s  a redundant capillary 
pumped loop (CPL) system which uses ammonia as the working fluid. Alternate 
independent capillary pump evaporators are manifolded to separate, independent 
flow loops. Similar, a1 ternately manifolded, independent flow paths exist in 
the condenser. 
fluid in a single loop will not effect battery or PMAD capability. 

Each loop can carry the entire coolfng load so that loss of 

The capillary pumped loop design is based on the CPL technology developed 
by the OAO Corporation, Greenbelt, Maryland. The OAO cold plate (Figure 
7.16-2) provides heat acquisition from the battery or PMAD electronics. 
cold plate consists of aluminum honeycomb containing the redundant axially 
grooved aluminum evaporators. A porous wick provides the required capillary 
pumping mechanism. The batteries and PMAD electronics are packaged into 
electronic boxes as orbital replacement units (ORU's). 
contains a discussion of design details of the ORU's. 
itself an aluminum honeycomb structure, and it contains embedded heat pipes 

Each 

Section 2.1.1.5.1 
Each ORU chassis is 
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which transfer heat from the components t o  the chassis edge. The generated 
heat is then transferred from the heat pipe condensers t o  the CPL cold p l a t e  
across a dry, bol ted interface. The CPL cold plate  i s  part  of the system 
u t i l i t y  plate,  which a l so  contains interfaces for  the t ransfer  of da t a  and 
power from the ORU's t o  other parts of the station. 

7.16.3 Performance Definition 

The thermal rejection system has been sized f o r  the orbi ta l  average peak 
heat rejection requirement o f  the battery, despite the f ac t  tha t  there i s  
considerable thermal mass i n  the batteries.  The PMAD heat  rejection is based 
on the maximum heat rejection of  each ORU and the maximum number of ORU's t h a t  
are operational a t  any one time. 
rejection required i s  6.0 kW. The system is  designed t o  re jec t  this amount of 
heat w i t h  the CPL cold plates a t  2OC. Selection o f  this cold plate  
temperature assures tha t  the nominal 5 f 5 C temperature is maintained a t  the 
bat ter ies  under a l l  b u t  contingency or  fa i lure  conditions. The PMAD and 
battery cold plates are a l l  maintained a t  the same temperature, even though the 
PMAD equipment can operate sa t i s fac tor i ly  on cold plates  maintained a t  a 
temperature of 20Oc. 

For a single module, the resulting total  heat 

A two phase capillary pumped heat transport loop using ammonia as the 
f l u i d  is used t o  col lect  and t r anspor t  the heat from the PMAD and battery cold 
plates t o  the radiator system. A schematic of the capi l lary pumped l o o p  design 
is given i n  Figure 7.16-3. T h i s  design has the advantage o f  requiring no 
moving parts and l i t t l e  power. The heat load on the cold plate evaporates the 
ammonia i n  a porous wick structure as shown i n  the capi l lary pump detail  in 
Figures 7.16-4 and 7.16-5. The vapor i s  then condensed i n  the r ad ia to r  heat 
exchanger. The capillary forces i n  the porous wick provide the pumping power 
t o  return the l iquid t o  the capillary pump where i t  is again evaporated. ' A 
temperature controlled reservoir provides ammonia t o  flood the pumps for  
i n i t i a l  s t a r t  up,  insures t h a t  they are constantly receiving l iquid a t  the 
in le t ,  and controls the temperature and pressure a t  which the loop  operates. 
An i solator  consisting of an annulus for l iquid flow and a porous wick similar a 
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to that in the pump prevents the depriming of one pump in the parallel f l o w  
arrangement from affecting the operation of the other pumps. In the event o f  
depriming of an evaporator pump, or o f  a sudden change in the thermal load on 
one or more pumps, the reservoir control restores the C P L  system to a stable 
operating mode. These operating characteristics have been demonstrated by OAO 
Corporation and NASA GSFC under both ADP programs and for WP-03 platform 
thermal control. Two engineering units, each capable o f  rejecting 6.3 kw o f  
heat over a 10 meter transport distance, have been built and tested 
extensively. These tests demonstrated the transport 1 imit, heat load sharing 
between evaporators, 1 iquid inventory and temperature control by the reservoir, 
pressure priming under heat load, the ability of legs of the condenser to 
automatically shut down when they become too hot, and isolation of a single 
deprimed evaporator. Two smaller CPL systems have been flown on the shuttle on 
STS 51-6 (6/85) and STS 61-C (1/86). 
zero-g operation were almost identical to results o f  the same tests performed 
on the ground. From experience gained with these models, a vapor line diameter 
of 1.0 in and a liquid line diameter of 0.5 in were selected for the C P L  system 
in each utility center. The maximum capillary pumping head developed will be' 
approximately 0.5 psi. 

Flight t e s t  results obtained during' 

7.16.4 Concl u s i  oq 

. 
testing at one 9. In addition, two CPL systems have flown in the payload bay 
of the shuttle. These units verified that the performance of the C P L  design in 
space is the same as on the ground. The MPTP design has yet to be flight 
tested. The CPL concept i s  inherently self controlling, and the absence of any 
moving parts makes it more reliable and less complex. The MPTP design has been 
selected as the WP-02 thermal transport system, due in part to the fact that 
the thermal transport distances inboard o f  the alpha joint are much longer than 
any that have been demonstrated using CPL.  
commonality is overriding, the MPTP design will be favored. 

The performance o f  both the MPTP and CPL systems has been demonstrated in 

If the mandate to maximize 
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7.17 ORC PARASITIC LOAD IMPLEMENTATION TRADE STUDY 

8 

A trade study was performed to determine the optimum methods o f  providing 
speed control for the PCU and power matching of the the PCU output with user 
loads. The trade resulted in a diode switched decimal related switched load 
being selected. 

To maintain the PCU output power and frequency relatively constant, it is 
necessary to divert power not required by the customer to a parasitic load. 
This study compared the various approaches considered for the implementation of 
the control or switching of the load resistors. The design of the 
resi stor/radiator was not considered. 

Important requirements of the parasitic load are: 

1. 

2. 
3. Minimum electromagnetic interference. 
4. 
5. 

Sized to meet worst case maximum power output plus contingency 
margins. 
Minimum "off" power consumption to maximize efficiency. 

High reliability and low susceptibility. 
Minimum harmonic distortion reflected to generator and minimum effect 
on user power quality. 

7.17.1 load ODtions 

As shown in Figures 7.17.la and 7.17.lb the turbine shaft can be loaded 
directly or the output generator can be loaded electrically. 

Pro's and cons's of loading the turbine directly rather than through the 
customer output generator are: 

o Parasitic load controls will not affect customer waveform quality. 
o 

o Inherent separation between speed control of customer generator must 

o 

o Additional bearings needed - potential critical speed problems. 

The field regulated generator output implementation has low component 
count and reduced stress on solid state components. 

be fast enough to meet design goal. 
Increased size and weight of turbine power diversion device must be 
considered. 
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Direct loading approaches are shown in Figure 7.17.2 and are discussed in 
the fol 1 owing. 

The turbine may be loaded directly by means of a dedicated parasitic load 
generator (control 1 ed or uncontrolled output) or el ectromagnet i c brake. The 
electromagnetic brake was rejected due to the problems of removing the heat. 
The dual permanent magnet generator (PMG) was rejected because of size, weight 
and mechanical risk. The electronic controlled load on the PMG is superior to 
the magnetic because of better response speed, size and efficiency but it still 
has many stressed components. Overall, a field controlled Homopolar or Rice 
Lundell generator feeding a fixed load was preferred because the field control 
system has low component stress and low component count. However, the direct 
loading scheme was rejected due to the added size and weight of the generator 
and the necessity for additional bearings. Accordingly the a1 ternative 
approach of diverting power from the output of the generator was investigated. 

- 

Output generator 1 oadi ng approaches are discussed bel ow, 

Motor generator set 
(A motor which is electrically powered from the turbine output generator i s  
mechanically linked to a second generator which is loaded by a fixed 
parasitic load. 
the parasitic load generator.) 
o 
o Unacceptable s i z e  and weight.  
o Slow response. 

Load variation is achieved by varying the excitation of 

Low distortion reflected to customer supply. 

SCR Phase Control 
o Continuously variable control (non-linear transfer function near light 

load.) 
o Simpler and more robust than transistor option. 
o Higher EM1 and current distortion away from full load. 
o Lagging power factor away from full load. 
o Frequency 1 imitation. 

Magnetic Amplifier Controlled Load 
o Similar to SCR phase control but more robust. 
o 
o 

SCR Integral Control 
o Zero crossing firing: complete cycles. 

Slower than SCR phase control. 
Increased size and weight over SCR phase control. 
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FIGURE 7.17.2 Direct Loading Options 

DIRECT LOADING OPTIONS 

I MZCTRONIC 
I--- P A R A S I T I C  

I I 
CONTXOLLED OUTPUT X.M. BPAKE 

D I S S I P A T I V E  

DUAL l%C 
SEPVO 

COWTBOLLED 
INDUCTION 
COUPLING 

HOnOPOun 

P I C E  LUNDELL 

1 M C N E T I C  
AXF'LIFIER 
CONTROLLED 
W A D  

7-158 



o 
o Very slow response 

Diode Bridge Linear Transistor Regulator 
o Minimal filtering: good response. 
o Drives different by probably as complicated as other approaches. 
o Needs heat sink capable of absorbing >15 kW but able to maintain 

junction below 105 C (MIL SPEC 1543) 
o Increased size and weight. 

Diode Bridge PWM Transistor 
o Continuously variable control (1 inear transfer function). 
o 

o 

o Complex drive scheme. 

Less EM1 but sub-harmonics generated. 

Current distortion may be minimized by optimum switch patterns at 
expense of control complication. 
Energy storage components and EM1 filtering required which will tend 
to limit inherent fast response. 

Diode Bridge Discrete Switched Loads 
o Control studies have indicated that a minimum load increment o f  1 kW 

will give adequate speed resolution. 
o Lower EM1 than PWM option since no high frequency continuous 

switching. 
o Simple on-off switches without the fast rise and fall times required 

for the PWM option yield simple drive circuits and lower losses. 
o Implementations possible which have minimum current distortion 

reflected to generator and output lines. 
o Minimal energy storage components allowing fast response to load 

transients. 

Based on the previous discussion, the Diode Bridge Discrete Switched Load 
was sel ected. 

7.17.2 Diode Bridqe Binarv vs Dec imal Related Switched Load 

7.17.2.1 Binarv Related Switched Load 

The switches used for the discrete switched load approach must be sized 
(including standard derating) for the maximum overspeed voltage. For a given 
resistive load the overspeed voltage also gives the maximum current and power 
losses which must also be within the derated switch ratings at the highest 
temperature. 
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This trade study was based on a 45 kW, 115 V. 0.75 P.F., 24000 RPM 
generator. 
3 phase full wave bridge rectification. 
voltage may reach 240 VDC. 

It produces 79 V 1-n into a 45 kW, 0.95 P.F. load and 184 VDC after 
For a 30% overspeed the rectified DC 

A 45 kW total load at the normal speed voltage of 184 VDC may be 
implemented with five load resistors with binary related values plus one 
variable low power resistor as shown: 

Resistance 1.5 3.0 6.0 12.0 24.0 24.0 to 480 
Power (kW) 22.4 11.2 5.6 2.8 1.4 1.4 max 
Current (A )  122.0 61 .O 30.5 15.25 7.625 
Current (A)  162.0 81 . O  40.5 20.25 10.125 
(@30% overspeed) 

Concerns with this approach are: 

. 

required with attendant design, procurement and spares imp1 ications. 
Five different switch designs and load resistors and one variable load are 

To avoid control problems the load must vary monotonically. To achieve 
this, the resistor ratios must track with equal temperature coefficients and 
drift. In absolute terms, 48 ohm (1/2 least significant bit) is equivalent to 
a 3% tolerance in the 1.5 ohm. 
but, in this case, large powers are involved and variations in the ON 

resistance of the switches further complicates control. 

these are common problems in D/A converters 

Table 7.17.1 demonstrates the binary switch operation over the full load 
range. It shows that the transitions between 9.8 kW and 11.2 kW, 21 kW, and 
22.4 kW, 32.2 kW and 33.6 kW are very noisy as they involve switching several 
switches on and off for a small transition. In the case of the 21 kW 
transition the four least significant are switched off and the most significant 
switched on to increase the load to 22.4 kW. 

Figure 7.17.3 illustrates, for example, the effects of losing the 5.6 bit, 
due to open circuit of the switch or load resistor which will cause control 
problems and result in insufficient total load to control speed. 
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Switch Rat i ng 

Noi  sy Trans i ti ons 

9.8 - 11.2 kW 

21 - 22.4 kW 

32.2 - 33.6 kW 

TABLE 7.17.1 

BINARY POWER SWITCHING 

25 24 23 22 21 
22.4 11.2 5.6 2.8 1.4 

Power (kW) 

0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 1 
0 1 
0 1 
0 1 
0 1 .  
0 1 
0 1 
0 1 
1 0 
1 0 
1 0 
1 0 
1 0 
1 0 
1 0 
1 0 
1 1 
1 1 
1 1 
1 1 
1 1 
1 1 
1 1 
1 1 

0 
0 
0 
0 
1 
1 
1 
1 
0 
0 
0 
0 

0 
0 
0 
1 
1 
1 
1 
0 
0 
0 
0 
1 
1 
1 
1 

0 
0 
i 
1 
0 

1 
1 
0 
0 
1 
1 
0 
0 
1 
1 
0 
0 
1 
1 
0 
0 
1 
1 
0 
0 
1 
1 

0 
1 
0 
1 
0 

1 
0 
1 
0 
1 
0 
1 
0 
1 
0 
1 
0 
1 
0 
1 
0 
1 
0 
1 
0 
1 
0 
1 

0 
1 .4  
2.8 
4.2 
5.6 
7.0 
8.4 
9.8 

11.2 
12.6 
14.0 
15.4 
16.8 
18.2 
19.6 
21 .o 
22.4 
23.8 
25 .2  
26.6 
28.0 
29.4 
30.8 
32.2 
33.6 
35.0 
36.4 
37.8 
39.2 
40.6 
42.0 
43.4 
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An approach to the first concern of five different switches and resistor 
load designs would be to use modular switches. 
nominally 8A and 48A rating which have been used by Sundstrand in previous 
applications. 
7.17.2. The 8A MOSFET switch is robust, simpler, has low OFF drive losses and 
high reliability. In this application where there is an advantage in making a 
load of many parallel switches the modular approach can be taken even further 
and six 8A MOSFET switches used in place of each 48A switch as shown in Figure 
7.17.3. 
circuits and supplies) will not increase and spreading the heat load over six 
TO3 can size footprints is advantageous. 

Figure 7.17.4 shows switches o f  

The required switch loads could be made up as shown in Table 

Initial packaging studies show the overall volume (including drive 

The load is then composed of multiple 8A switches and resistors grouped and 

controlled in binary increments. 
module, maintenance of binary resistor ratios and temperature coefficient ratio 
tracking are less of a problem but the noise and monotonic problems remain. 

The malfunction of an individual 8A switch 

7.17.2.2 Decimal Re1 ated Switched Load 

Rather than grouping the 8A switch and load modules into binary related 
groups, they can be individually switched in a decimal counting mode. 
resolution is the same as the binary system and switching noise is limited to 
that of an individual 8A switched load. Resistor matching and tolerancing i s  

not required and malfunction of any module will not cause monotonic problems 
(i.e. if a module is open circuit, the control will switch on the next module 
in the decimal count). Additional redundant units may be provided in this 
scheme. 

The 
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FIGURE 7.17.4 
Typical 8A 450V (105'C Junction) MOS Switch and Driver 

o Simple drive circuit 
o Light snubbing 
o V e r y  low power required to maintain device o f f .  

Typical 48A 450V Switch and Driver Used on C141 Actuator 

o Complex drive circuit 
o 
o Heavy snubbing 
o 

Requirement for -5V supply to absorb stored base charge at switch off 

43 D60 requires 41, 42 to3 size devices f o r  drive. 
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TABLE 7.17.2 

BINARY LOADS MADE UP OF 6 OHM/48A AND 6 OHM/8A MODULES 

MODULE QUANTITY 
BIT NO. LOAD (ohm) CURRENT (amp) 6ohm/48 A 6 ohm/8A 

1. (MSB) 1.5 162. 4. - 
2. .3 81. 2. - 
3. 6. 40.5 1. - 
4. 12. 20.25 30, 5. 24. 10.125 - 2. 

- 

TABLE 7.17.3 

BINARY LOADS MADE UP OF 480HM/8A MODULES 

BIT NO. LOAD (ohm) CURRENT (amp) * MODULE -QUANTITY 

24. 
12. 

1. 1.5 162. 
2. .3 81. 
3. 6. 40.5 6. 

5. 24. 1 0 .-12 5 2. 
4. 12. 20.25 3 * *  

* l o a d  changed t o  48 ohm 
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7.17.2.3 Conclusion 

The decimal approach with 8A switches was selected as meeting the 
requirements and preliminary design calculations were made. 

At Unity Power Factor 30% Overspeed Bridge Output 270 V 
Minimum Load Resistor 34 ohm at 8A Power~2176 W 
PLR Current at Normal Output of 184V/245A Power= 45 kW 
Current for 34 ohm switch at 184V/5.4A Power= 994 W 
Number o f  Switches Required: 46 

With 10% redundancy 50, 8A switches and 34 ohm loads are recommended. 

Note that the worst case sizing approach results in less than half rated 
power operation of the switches and load resistor under normal operation. 
proposed use of a microcomputer for control would also allow the randomizing of 
the switches to provide a more uniform operational life. 

The 
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7.18 SO Radiator Sink Temoerature Variations Studv 

Sink temperature plots were generated using a TRASYS model of the overall 
Space Station (see Figure 7.18-1) and a SINDA thermal model of the radiator and 
concentrator. 
orbits to generate radiator and concentrator environments and radiation form 
factors between the radiator and the concentrator. 

The Space Station TRASYS model was run for three continuous 

These environmental fluxes and radiator conductors were incorporated into a 
SINDA model o f  the radiators and concentrator. A computerized model of the 
dual keel Space Station configuration is shown in Figure 7.18-2. 

The concentrator thermal mass and front-to-back conduction was modeled 
based on the current preliminary design configuration. The radiators were 
modeled with an artificially low (near zero) thermal mass so that the resulting 
radiator temperatures represent variable sink temperatures. 

Figure 7.18-3 shows the calculated radiator sink temperature variation 
during a single orbit for beta angle inclinations o f  -52, 0, and 52 degrees. 
The maximum sink temperature is seen to be about 212 K (-72'F) while the 
minimum value reaches 185 K (-126'F) with a beta angle of 0 degrees during the 
orbi tal ecl i pse period . 
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7.19 PMAD Feeder Studv e 
Design and evaluation of cable technologies which support 20 kHz primary 

and secondary distribution resulted in the following conclusions: 

a. Cables used for primary distribution for distances between PDCAs 
should be a high surface area configuration, such as "Litz" type wire 
to minimize the added resistance and its attendant voltage drop due to 
skin effect at 20 kHz. The detail design of the cable depends on the 
permissible losses, current, and cable length. 
deliver 25 kW at 440 VAC to a load 150 meters distant, and limit the 
maximum losses to 2.0%, a cable would be made of approximately (2000) 
#34 AWG insulated strands. The analysis in support of these 
conclusions is presented in paragraph 7.19.1. 

modules) can be Litz wire or conventional cables without adding 
significant system losses or cable mass. 

Cable designs and capacities are driven by system considerations (such 
as allowable losses, voltage drops, reactance effects, EMI, etc.) and 
normal overload and rating concepts will not usually apply. For 
example, running twice the rated current in a particular bus will 
certainly result in four times the expected losses and in increased 
bus temperature, but not in bus failure or overstress. 

geometries. 

A woven Litz stripline developed by Induction General with LeRC has 
been built, tested, and characterized with real data and it has been 
selected as the baseline. 

For example, to 

b. Cables used for secondary or short distance distribution (i.e., inside 

c. 

d. The above considerations also create the need for controlled bus 

e. Because of a large number of unspecified concerns about distribution 
system instabilities and circulating currents due to cable reactances 
at 20 kHz, computer modeled stability and load center node performance 
analyses of possible station configurations ,usi ng the Induction 
General Stri pl ine cab1 e parameters have been performed. These have 
predicted that the system will be unconditionally stable and that bus 
voltages wi 1 1  a1 ways be within reasonable to1 erances for 1 oads 
connected at any point, and are supported by confirming test data from 
the General Dynamics test bed. A thorough discussion of that analysis 
and its detailed results are presented in paragraph 7.19.2. 

7.19.1 Cable L o s s  Considerations 

AC power transmission over long distances must consider added effective 
line resistance due to non-uniform current distribution in a solid wire (skin 
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e f f e c t ) .  A t  20 kHz, t h e  e f f e c t  i s  l a r g e  enough t o  a t  l e a s t  double the  
res i s tance  measured a t  DC. Therefore, t he  pr imary  d i s t r i b u t i o n  cables between 
PDCAs should be some f o r m  o f  h igh  surface area c o n s t r u c t i o n  t o  minimize these 
AC e f f e c t s .  

L i t z  w i r e  i s  w ide l y  a v a i l a b l e  and commonly used i n  h igh  frequency 
transformer design, and i t  was chosen f o r  eva lua t ion .  

I n  o rde r  t o  bound t h e  problem and t o  develop an understanding o f  t h e  actual  
cab le  s i zes  invo lved,  paramet r ic  da ta  was developed f o r  losses  and cab le  masses 
from a re fe rence cab le  w i t h  t h e  f o l l o w i n g  c a p a b i l i t i e s :  

Power = 
L ine  Voltage = 
L ine  Length = 

20.0 kW 
440 VAC, RMS 
160 meters; (320 meters, round t r i p )  

F igu re  2.3.5-2 shows t h e  AC/DC res i s tance  r a t i o  f o r  a 20 kHz cab le  as a 
func t i on  o f  i n d i v i d u a l  L i t z  s t rand  gauge f o r  a f a m i l y  o f  res i s tances .  
ob ta ined from s o l u t i o n s  o f  t he  c l a s s i c a l  L i t z  w i r e  r e s i s t a n c e  r a t i o  equat ion 
developed by S. Bu t te rwor th  and found i n  t h e  "'Radio Engineer's Handbook" by F. 
E. Terman. That equat ion  i s :  

I t  was 

where: 

(d,) i s  t h e  s t rand  diameter 
(do) i s  t h e  cab le  diameter 

(n) i s  t h e  number o f  strands 
(k) - 2.0 f o r  n > 100 
( H I  i s  t h e  i n d i v i d u a l  s t rand  res i s tance  r e s i s t a n c e  r a t i o  

(GI i s  t h e  p r o x i m i t y  e f f e c t  f a c t o r  due t o  nearby s t rands  

(H) and ( G )  are func t i ons  o f  t he  i n d i v i d u a l  s t rand  diameter, c o n d u c t i v i t y ,  
permeab i l i t y ,  and the  AC frequency. 
equations a1 so found i n  Terman's Handbook. 

They are c a l c u l a t e d  f r o m  t h e  appropr ia te  
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The specific resistance parameters (150, 300, and 600 u /meter) are the 
values corresponding 0.5%, 1.0%, and 2.0% losses i n  the reference cable. 
figure graphically i l l u s t r a t e s  the importance of small strand size as c a b l e  
speci f i c resi  stance or required 1 osses are reduced. 

This 

Figure 7.19-1 shows cable specific weight as a function of strand size for 
the same specific resistances used i n  Figure 7.19-2. The slope of the low 
resistance curves shows that  i f  strand sizes are chosen that  are t o o  large,  
acceptable losses will n o t  be possible, even w i t h  unacceptable weights. 

If we consider the p o i n t  design o f  a typical Space S t a t i o n  cable, using t h e  
above d a t a ,  and opt imizing from the loss p o i n t  o f  view only, i t  would resul t  i n  
the following: 

Peauirements 
Power = 25.0 kW 
Voltage - 440 VAC, RMS 
Length = 150 meters 
Maximum Losses = 2.0% 

Pesul t ina Confiauration 
Maximum Resistance = 0.155 ohms, (round t r i p )  

516 microhmsjmeter 
Maximum Strand  Size = #34 AWG 

7.19.2 Cable Performance Analysis 

Cable design for AC systems is  driven by many interrelated requirements, 
most of which do not  involve the maximum current carrying capacity o f  the  
wire. Since distributed inductance causes a voltage drop which i s  i n  
quadrature w i t h  the load voltage, i t  can be reasonably large (approaching 10%) 
before i t s  effect  has an impact. However, an unshielded 44 v o l t  end-to-end 
voltage d r o p  on a 440 volt bus would provide an e lec t ros ta t ic  f ie ld  excitation 
which was to ta l ly  unacceptable from an EM1 p o i n t  of view. Since inductance i s  
also d i rec t ly  related t o  net magnetic flux linkages, i t s  magnitude i s  also an 
indicator of stray magnetic f ie lds  present i n  the cable vicini ty ,  another EM1 
concern. Therefore, we must t r y  t o  reduce distributed inductance below those 
values dictated by the usual voltage regulation concerns. 
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In general, if we reduce cable inductance, we pay a penalty in increased 
distributed capacitance. 
shunt currents flow in the system, which require additional reactive current 
capability from the source and cause additional 1 2 R  losses for the system. 
Without going into the details of the original design trades used, we can say 
that the Induction General cable represents a point solution of the problem, 
appropriate to a nominal 25 kW bus in the Space Station configuration. 
distributed parameters (measured from configuration demonstration samples of 

If capacitances in long cables are too high, high AC 

Its 

typical 

Us i 

Space Station lengths) are: 

Resistance = 
Inductance = 
Capacitance = 

g this set o f  distribut d 

0.083 m-ohms/meter 
0.035 u- henr i es/me t er 
0.00137 u-farad/meter 

arameters, the power bus modeled for 
generic branch/loop configuration as a function of length, and constructed, 
loaded and unloaded bus models for  p o s s i b l e  primary bus branches,  resulting i n  

three sizes. 

Module Network = (4) @ 100’ meters; 25 kW 
Upper Keel Network = (2) @ 150 meters; 15 kW 
Lower Keel Network = (2) @ 170 meters; 15 kW 

“Micro-cap” running on a MacIntosh(TM) computer was used as the primary 
analysis tool and selected points were confirmed and calibrated with hand 
analysis. 
different transmission line lengths as a number of discrete sections and 
placing resistive and reactive loads at typical PDCA locations. The 
configurations examined were: 

System stability at 20 kHz was investigated by modeling the 

o Unloaded bus 
o Bus loaded with its maximum rated load, located at 1/4,  1/2, and 3/4 

o Bus loaded with its maximum rated load, divided and distributed at the 

o (t) and ( - )  0.9 power factor loads 

of the distance along its length 

1/4, 1/2, and 3/4 points simultaneously 

The results indicated that for all cases the uncontrolled voltage along the 
line is within +1,4% and -0 .7% of the nominal value, and less than 0.5% from 
nominal for near-uni ty power factor loads. 
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The same analysis was performed for the upper keel busses, loads, and PDCA 
locations. 
results; the uncontrolled line voltage is always within +1.6% and -1.4% of the 
nominal value, and less than 0.5% from nominal for near-unity power factor 
loads. Since the lower keel model has only minor differences, these 
conclusions are valid for it also. 

The same set of above listed conditions were applied with similar 

Circulating reactive current for the line itself due to distributed shunt 
capacitance is 11.4 amp in the worst case, clearly not a problem for a line 
designed for approximately 60 amp and carrying 34.1 in the upper keel. The 
module busses would have 7.6 amp with a load current of 56.8 amp. Since the 
current limits are based on voltage drop and apportioning the system losses, 
these values must be considered in the overall system calculations. 
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7.20 PMAD DISTRIBUTION ARCHITECTURE TRADE STUDY 

7.20.1 Introduction 

( 5 )  Fault protection methods (for hard faults) shall be hardware 
implemented. 
if needed shall be identified. 

Additional equipment requirements such as control cables 
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This trade study report documents the work performed in evaluating the 
merits of various PMAD power distribution architectures. 

7.20.2 Task DescriDtion 

Evaluate the following PMAD generic architectures: 
a) Ring 
b) Radial 
c) Network 
d) Star 

using a mathematical model o f  each and compare on the basis o f  mass, 
efficiency, protection methods, and swi tchgear requirements. 

Evaluate distribution voltages o f  440 and ‘208 on a similar basis. 

7.20.3 AssumDtions 

In setting up the various architectures for evaluation, the following 
requirements were placed on each configuration: 

(1) 

(2) 

(3)  

( 4 )  

Loading at each location (bus) shall be identical (the bus loading 
values are discussed 1 ater) . 
Acceptable failure tolerances shall be one failure tolerant for one 
half (side) of station PMAD. 

External MBSA and PDCA locations (10 places) shall be used for cable 
length parameters (see Figure 7.20-1). 

Cable weights, capacities, and electrical characteristics shall be 
based on NASA advanced development cab1 e designed by Induction General 
(see Figure 7.20-2). 
remote point in system under assumed worst case load applied by (1) 
above. 

Cables shall meet 2.5% voltage drop at most 
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I 

(1.50) 
3 5  

(1.381 

. 

Outer s t r a p s  .64m ( .025 inch)  t h i c k  

Middle s t r a p  1.4mm ( .055 inch)  t h i c k  

Middle i n s u l a t i o n  j a c k e t ,  Polypropylene- 
prof ax ,  0.5mm (. 020 inch)  t h i c k  

h t e r  i n s u l a t i o n  j a c k e t ,  p l a s t i c i z e d  PVC 
0.25mm (.010 inch)  t h i c k  

3 8 m  (1.50 inch)  wide 

35 mm (1.38 inch)  wide 

rn No. of s t r a n d s  i n  t h e  middle  s t r aps366  

0 No. of s t r a n d s  i n  each o u t e r  s t r aps183  

0 Strands=30 gage copper wi th  s o l d e r a b l e  

approximately 

approximately 

Ny lese  i n s u l a t i o n  

I 
m i l  Tef lon t a p e ,  ha l f  l a p  

4 4.25mmk- 
(.167 inch)  

th i ckness  .22 inch)  

Profax: Regis te red  tradename of Hercules ,  1,nc. 

Nylese: Regs i te red  tradename of P h i l p s  Dodge Co. 

Estimated Line Parameters  

Res i s t ance  
Reactance 
Capaci tance 
Mass 

2.256 mn/m 8.123 watts /m 
2.256 mR/m .018 pH/m 
0.003 pF/m 
0.372 Kg/m 

For 65-meter-long l i n e  ope ra t ing  a t  440  Vrms, 60 Arms, 20 kHz. 

Power Rat ing of t h e  Line = 26.4 KVA 

Power Losses a t  r a t e d  load = 2% 

Voltage r e g u l a t i o n  a t  u n i t y  p . f .  = 2.02% 

Voltage r e g u l a t i o n  a t  zero  p.f. l agging  = 2.02% 

Voltage r egu la t ion  a t  .707 p . f .  l agging  = 2.83% 

NASA ADVANCED DEVELOPMENT CABLE DESIGN 
(INDUCTION GENERAL) 

FIGURE 7.20-2 
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7.20.4 Model 

F igu re  7.20-3 shows the  var ious  gener ic  d i s t r i b u t i o n  a r c h i t e c t u r e s  used for 
The upper bus i n  each diagram i s  t h e  MESA on one s i d e  o f  t h e  Space eva lua t i on .  

S t a t i o n  and connected t o  i t  are 10 l o a d  buses which would correspond t o  t h e  10 
ex te rna l  PDCUs i n s i d e  t h e  alpha j o i n t  on the  Space S t a t i o n .  
d i f f e r e n c e  between each a r c h i t e c t u r e  shown w i l l  be t h e  method o r  c o n f i g u r a t i o n  
used t o  connect t h e  PDCUs ( l oad  buses) t o  t h e  MESA (source bus). 
va r ious  a r c h i t e c t u r e s ,  a gener ic  network diagram, F igu re  7.20-4, was 
developed. By ass ign ing  t h e  proper  impedances (Z) a t  each l o c a t i o n ,  t h i s  
gener ic  network diagram can be used f o r  a l l  c a l c u l a t i o n s .  For instance,  i f  a 
connect ion i s  n o t  used i n  a p a r t i c u l a r  a rch i tec tu re ,  then t h e  impedance va lue  
would be s e t  t o  i n f i n i t y  o r  some a p p r o p r i a t e l y  h i g h  va lue.  
app rop r ia te  cab1 e parameter va lues are  used. 

The o n l y  

Using these 

Elsewhere, 

For l o a d  impedances, a nominal l o a d  bus vo l tage  i s  assumed and used w i t h  
t h e  wattage and power f a c t o r  o f  t h e  l o a d  t o  o b t a i n  an impedance. 
va lues used were based on da ta  d i s t r i b u t e d  by NASA Level B on ex te rna l  power 
requi rements and summarized i n  Table 7.20-1. 
assumed f o r  a l l  loads.  A d e t a i l e d  loads  ana lys i s  i s  a l s o  d iscussed on 
Sect ion  7.22. 

The l o a d  

A power f a c t o r  o f  .9 l a g g i n g  was 

Since t h e  d i s t r i b u t i o n  frequency i s  20 kHz, t h e  equ iva len t  c i r c u i t  assumed 
f o r  t h e  cab le  was t h a t  o f  a l o n g  t r a n s m i s s i o n - l i n e  ( w i t h  respec t  t o  t h e  
wavelength) (see Stevenson, Elements o f  Dower svstem ana lvs i s ,  4 t h  E d i t i o n ,  
page 106). 
t h e  model c a l c u l a t i o n s .  Capac i t i ve  charg ing  cu r ren ts  a re  inc luded.  

The equ iva len t  P I - c i r c u i t  i s  shown i n  F igu re  7.20-5 and was used i n  

A l o a d  f l o w  program was then w r i t t e n  t h a t  uses t h e  complex impedances o f  
t he  network and t h e  vo l tage  source da ta  as i npu ts .  Load bus vo l tage  and phase 
angles a re  computed and then appl i e d  t o  t h e  impedance va lues t o  determine 1 i n e  
c u r r e n t  f low.  Th is  process i s  repeated f o r  each c o n f i g u r a t i o n  and i t e r a t e d  as 
r e q u i r e d  t o  meet t h e  assumptions p r e v i o u s l y  noted. 

7-181 



cn 
W 

m 

v, 

a 

3 
0 
0 

I c 

7- 182 



L 

7-183 



L 
t 

I 

3 c 
w 

7-184 



LKS 
LBS 
LBP 
LKP 
TBP 
UKP 
UBP 
UBS 
UKS 
TBS 

TABLE 7.20 - 1. LOADS ANALYSIS 

Maximum Demand 
lkW1 

TABLE 7.20-2. 

25 
16.9 
16.9 
17.5 
14.9 
22.3 
19.3 
19.3 
13.6 
14.9 

TRADE STUDY DATA SUMMARY 

Max V 450 
Min V 437 
Max I 98 
Watts Lost 1980 
Cable Mass 390 

R_ING .ITTWORK STAR RADIA 

Max V 
Min V 
Max I 
Watts Lost 
Cable Mass 

219 
207 
200 

4020 
797 

450 450 450 
438 436 428 

82 60 105 
2100 ' 1728 2294 

404 507 556 

219 219 219 
207 206 197 
168 118 212 

4298 3371 4547 
826 1038 1137 

i 

7.20.5 Results 

Table 7.20-2 is a summary of the data generated by the trade study. 
(Detailed data is given in Table 7.20-3 through -10.) Using the 440 volt RING 
configuration as a baseline, it i s  observed that the STAR connection is the 
only configuration with improved efficiency with losses reduced 13%. 
the STAR cable mass is 30% higher than the RING. The cable mass associated 
with all other configurations is higher, the RADIAL being the highest with a 
43% increase over the RING. 
is an acceptable alternative to the RING since losses are increased only 6% and 
mass only 4%. 
efficient as expected due to the higher current flows. 

However, 

On the basis of mass and efficiency, the NETWORK 

The 208V distribution system is obviously much heavier and less 

. .  
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LOAD ANALYSIS (NETWORK, 440 VAC) 
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TABLE 7.20-5 

7-188 



!.? 
2.3 
5.4 
4.5 
5.6 
6.7 
7.8 
3.9 
9.1 

10.1 

1.3 
2 . 4  
3.5 
4.6 
5 . 7  
6.8 
1.9 

e. 10 
?.! 
:!I.? 

-52.29 22.16 56.79 -3.54 .:.? 
-26.16 7.!8 27.13 -3.41 2.4 

4.6 
5.7 

52.62 -11.0: 53.77 -4.21 6.8 
13.90 -4,14 19.25 -0.22 7.1 
21.24 -c 77 2.!0 -0.26 9-12  

?.! 
!0.2 

-?2.:6 24.35 32.CA -3.44 3.5 

-0.49 LKS X . C O  
-11.4b L83 !1.9C 
- 0 . 4 7  ?BP 11.90 
-0.46 LfP !?.3 
4 . 4 5  T§P 9.99 
-0 .4t  UXP 17.50 
-0.44 U P  14.30 
-0.4? gas 14.:0 
-0.47 UKS 8.61: 
4.4e T I S  9.90 

9.01 ItPEDAIICE! r=  

;e I3 
427.15 -?4.% 
447.85 -5.47 

W.?! -?,$! 
4E.51 - O s 8 1  
444.87 -4.!Z 
4U.?! - 4 . F  
437.99 -1C. 16 
441.22 -7.t4 
43:.02 -12.45 
444.70 C.CS 

4 3 . 2 4  -9.72 

fidD:AL 

v i  
V3 
Y4 
Y 5 
Vt 
v7 
Y E  

v9 
V!fi 

,411 

, !)!> 

nasa cahie 

0.321 .?0 

LOAD ANALYSIS  ( R A D I A L ,  440 VAC) 

TABLE 7.20-6 

7-189 



LOAD A N A L Y S I S  ( R I N G ,  2C8 VAC) 
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LOAD ANALYSIS (STAR, 208 VAC) 
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Taking swi .chgear quantity into cons jeration, however, the RING and RADIAL 
- configurations result in lower RBI quantities. Table 7.20-11 summarizes 
switchgear necessary for each architecture. The swi tchgear quanti ties are 
based on the RBI assumptions indicated in Figure 7.20-6. 

TABLE 7.20-11. SWITCHGEAR SUMMARY 

Swi tchgear 
Quantity 34 40 50 34 

The final criteria, fault protection methods, is not as easy to quantify as 
the previous criteria discussed. Table 7.20-12 along with Figures 7.20-7, -8, 
-9, and -10 indicate the various fault protection methods available to detect 
and isolate a hard fault. In all cases, these fault protection methods are in 
current use today on all utility grids. The application of these methods to 
the Space Station is straightforward and each configuration will use a 
combination of the various methods. Therefore,, the method of fault protection 
is not a significant factor in the distribution architecture selection. 

. 

TABLE 7.20-12. FAULT PROTECTION METHODS SUMMARY 

RING NETWORK STAR PAD IAI 

Differential* x (380') X (310') X X (480') 
Impedance X X X 
Reverse Power 
Overcurrent X X 

*( ) indicates length of control wires needed. 

An additional issue for consideration that has been brought up 
intermittently, i s  current imbalance between the "hot" wire and the "return" 
wire in a single phase system. This is an important issue because this current 
imbalance can result in the generation of EM1 by the power system and possibly 
exceeding Space Station requirements. This issue, however, is a common problem 
to all the architectures being evaluated due to the fact that redundant feeders 
are required to each load bus in order to meet redundancy and failure 
criteria. Therefore, it is not a factor in the distribution architecture trade 
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study, but rather an input into the design requirements for the RBIs and for 
system operation. 
quantify the current imbalance levels necessary to create significant EM1 
problems and to test the EM1 effects created by the cable design. 

Additional work in the test beds is needed in this area to 

7.20.6 Concl usi ons 

Based on criteria of mass, efficiency, protection methods, and switchgear 
requirements, the RING architecture is recommended for the base1 ine Space 
Station PMAD. This architecture has the least mass, good efficiency, low 
switchgear count, and also has the advantage of being flexible in that it can 
be configured to operate as a RING or a RADIAL depending upon switchgear 
positions. The STAR configuration is also attractive since it represents the 
most efficient architecture. 
it the most flexible of all architectures. The penalty, however, is added 
weight and additional R B I s .  The RADIAL configuration is the least desirable o f  

all architectures since it is the heaviest, least efficient, and least 
flexible. 

It can be operated as a RING or a NETWORK making 
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7.21 PMAD Load Analys is  

I n  o rde r  t o  p roper l y  s i z e  the  d i s t r i b u t i o n  equipment capac i t y  f o r  t h e  
ex te rna l  (non-manned module) s t a t i o n  areas, knowledge o f  t h e  expected loads i s  
requ i red .  
cen ters  work ing on payloads and housekeeping (subsystem) 1 oads. 
i n fo rma t ion  f rom C&A Panel Meetings f o r  u t i l i t y  po r t s ,  a p r e l i m i n a r y  loads 
ana lys i s  f o r  t h e  e l e c t r i c  power system has begun. 

Th is  i n fo rma t ion  i s  now s t a r t i n g  t o  be generated by t h e  o the r  
Based on 

F igu re  7.21-1 i n d i c a t e s  PDCA l o c a t i o n s  and zones served a long w i t h  t h e  
l o c a t i o n  and connected l oad  values f o r  loads expected on t h e  ex te rna l  s t a t i o n .  
Table 7.21-1 l i s t s  t h e  abbrev iat ions,  q u a n t i t i e s ,  and power l e v e l s  f o r  loads.  
Table 7.21-2a through j tabu la tes  t h e  maximum demand l o a d  t h a t  cou ld  be 
expected a t  each PDCA du r ing  s t a t i o n  l i f e .  

A f t e r  rev iewing  Table 7.21-2a-j f o r  PDCA load ing ,  i t  becomes apparent t h a t  
a PDCA capac i t y  o f  50 kW ( o r  25 kW/PDCU) i s  needed t o  serve t h e  ex te rna l  
s t a t i o n  loads. A l l  o f  t h e  PDCA‘s would n o t ’ b e  loaded t o  t h e i r  maximum value a t  
t h e  same t ime  s ince  t h i s  would exceed t h e  genera t ion  capac i t y  o f  t h e  s t a t i o n ,  
however, i t  i s  poss ib le  and probable t h a t  one PDCA would be d e l i v e r i n g  i t s  
maximum l o a d  w h i l e  t h e  o thers  were very  l i g h t l y  loaded. 
s t a t i o n  EPS t o  serve as a u t i l i t y ,  t h e  PDCA’s must be designed t o  meet these 
changing cond i t i ons  and s ized  f o r  t h e i r  maximum expected load ing .  

I n  o rde r  f o r  t h e  space 

a 
Carry ing  t h e  l oad  c a l c u l a t i o n  f u r t h e r ,  Table 7.21-3a and b t abu la tes  t h e  

maximum demand load ing  t h a t  cou ld  be expected on t h e  lower  r i n g  feeder  network 
and t h e  upper r i n g  feeder  network. The values i n d i c a t e  t h a t  50 kW feeders w i l l  
be necessary t o  d e l i v e r  t h e  requ i red  power under maximum demand load ing  
cond i t i ons  Th is  w i l l  a l s o  r e q u i r e  t h a t  t h e  PDCU power buses t h a t  a re  i n  se r ies  
w i t h  t h e  feeders be s ized  a t  50 kW, which i s  g r e a t e r  than t h a t  needed t o  serve 
t h e  loads  connected t o  t h e  PDCU (p rev ious l y  s ta ted  as 25 kW). 

Note t h a t  t h e  values ca l cu la ted  are  f o r  t h e  growth s t a t i o n .  Maximum demand 

load ing  o f  t h e  r i n g s  would be s i g n i f i c a n t l y  reduced a t  I O C  s ince  o n l y  5 payload 
a t tach  p o i n t s  would be opera t iona l .  
PDCA would be c lose  t o  t h e  values shown i n  Table 7.21-2a - j .  

However, t h e  maximum demand load  a t  each 
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To summarize, the  loads  a n a l y s i s  i n d i c a t e s  t h a t  the r ing  f eede r  capac i ty  
should be 50 kW f o r  each f eede r  cab le  and the PDCU bus  size should a l s o  be 
50 kW. Options t o  the above would be t o  r e v i s e  the system a r c h i t e c t u r e  t o  a 
s t a r  system o r  a tapped r a d i a l .  
kW c a b l e s  and PDCU's. 
the 25 kW PDCU could be used. 

For the s t a r ,  this would permit the  use of  25 
For the tapped r a d i a l ,  50 kW feeders would be needed b u t  
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TABLE 7.21-1 

OTY PWR (KW) 
J,OADS ABBREV I O C  GROWTH IOC GROWTH NOTES 

PAY LOAD ATTACH EQUIPMENT 
PRESSURIZED PAY LOADS 
MSC CHARGING POINTS 
MSC MAINTENANCE DEPOT 
SERVICING F A C I L I T Y  
OMV ACCOMMODATIONS 
OTV ACCOMMODATIONS 
OTV TANK FARM 

LOG I S T I C S  PALLETS 
DRY CARGO PALLET 

P 
PY 
M 
MD 
S 
OM 
OT 
TF 

CP 

20 20 12 12 a 
1 3 20 30 

2a 30 10 10 b 
1 1 7 7 
2 2 3.25/12 3.25/12 c 
1 2 3 3.5 
0 2 0 3 
0 1 0 5 

2 2 .5  .5  
FLUIDS PALLET FP 2 2 .75 .75  
PROPELLANTS PALLET PP 2 2 .75 .75 

EVA SUPPORT (TOOL CHARGING) E 13 15 1 1 d 
ORBITER ss 2 2 10 10 

a) A t  IOC only 5 payload attach equipment points will be provided, but 
capacity to grow to 20 will be provided. 

b) only one MSC charging point will be used at any one time. 
includes 1.8kw for payload support. 
(12 hours),5.3 kW peak (minutes) for MSC 2-3 kW average). 

The split power Panel indicates 3.25kw for the servicing facility and 
12 kn to power the payload being serviced. 

Only one tool charging port will be used at any one time. 

The 12 kw 
2.9 kW average for battery charge 

c) 

d) 
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TABLE 7.21-2a 
PDCA LOAD SCHEDULE 

LOCATION - LBS ( lower Boom starboard) 

MAX DEMAND MAX DEMAND 
LOAD ABB OTY PWR (KW) FACTOR (KW) 

Pay1 oad At tach  Equipment P 2.5 12 1 30 
MSC Charging Po in ts  M 2  10 0.5 10 
EVA Support E l  1 1 1 
Ku Antenna Kn 1 0.5* 1 0.5 

TOTAL 41.5 kW 

* Estimate 

TABLE 7.21-2b 
POCA LOAD SCHEDULE 

LOCATION - LBP ( lower boom p o r t )  

MAX DEMAND MAX DEMAND 
LOAD ABB OTY PWR (KW) FACTOR (KW) 

Payload At tach  Equipment P 2.5 12 1 30 

MSC Charging Points  M 2  10 0.5 10 
EVA Support E 1  1 1 1 
Ku Antenna Kn 1 0.5* 1 0.5 

TOTAL 41.5 KW 

* Est imate 
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TABLE 7 . 2 1 - 2 ~  
PDCA LOAD SCHEDULE 

LOCATION - LKS ( lower  keel  s ta rboard)  

I 

MAX DEMAND MAX DEMAND 
(KWI LOAD ABB 0 TY PWR (KWI FACTOR 

Payload A t tach  Equipment P 2  12 1 24 

M 2  10 0.5 10 MSC Charging Po in ts  
1 1 1 EVA Support E l  

RC 1 1* 1 1 .o Th rus te r  Assembly 

TOTAL 36 kW 

* Est imate 

TABLE 7.23-24 
PDCA LOAD SCHEDULE 

LOCATION - LKP ( lower  kee l  p o r t )  

MAX DEMAND MAX DEMAND 
(KWI LOAD ABB OTY PWR (KWI FACTOR 

12 1 24 
10 0.5 10 
1 1 1 

1 .OA 1 1 .o 

Pay1 oad A t tach  Equipment P 2  
MSC Charging Po in ts  M 2  
EVA Support E l  
Th rus te r  Assembly RC 1 

* Est imate 
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TABLE 7.21-2e 
PDCA LOAD SCHEDULE 

LOCATION - TBS ( t ransverse boom starboard)  

MAX DEMAND MAX DEMAND 
LOAD ABB OTY PWR (KW) FACTOR (KW 1 

Pay1 oad At tach  Equipment P 2  12 1 24 

MSC Charging Po in ts  M 2.5 10 0.4 10 
ATCS Pump Assy PA 1 3 1 3 
MSC Depot MD 1 7 1 7 
OTV Accommodations OT 1 3 1 3 
EVA Support E l  1 1 1 

- 
TOTAL 48 kW 

0 ' - * Est imate 
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T BLE 7.21-2f 
PDCA LOAD SCHEDULE 

LOCATION - TBP ( t ransverse  boom p o r t )  

MAX DEMAND MAX DEMAND 
LOAD ABB OTY PWR (KW) FACTOR (KWI 

Payload A t tach  Equipment 
MSC Charging Po in ts  
OTV Accommodations 
EVA Support 
ATCS Pump Assy 
A1 t i  tude Contro l  Assy 
OMV Accommodat i ons 
Sate1 1 i t e  Serv i  c i  ng 

P 1 
M 2.5 
OT 1 
E 2 

PA 1 
ACA 1 
OM 1 
S 1 

12 1 12 
10 0.4 10 

1 0.5 1 
3f 1 3 
4* 1 4 
3 1 3 

15.25 1 15.25 

3 1 3 

TOTAL 51.25 kW 

* Est imate 
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TABLE 7.21-29 
PDCA LOAD SCHEDULE 

LOCATION - UKS (upper keel starboard) 

MAX DEMAND MAX DEMAND 
LOAD AB6 OTY PWR (KW) FACTOR (KW) 

Payload Attach Equipment P 1 12 1 
MSC Charging Points M 2 10 .5  
Thruster Assy RC 1 I* 1 
EVA Support E 1 1 1 
Propel 1 ant  Pal 1 e t  PP 1 0.75 1 
F l u i d  P a l l e t  FP 1 0.75 1 
Cargo P a l l e t  CP 1 0 .5  1 

12 
10 
1 
1 

0.75 
0.75 
0.5 

TOTAL 26 kW 

* Estimate 
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TABLE 7.21-2h 
PDCA LOAD SCHEDULE 

LOCATION - UKP (upper keel  p o r t )  I 

MAX DEMAND MAX DEMAND 
LOAD AB8 OTY PWR (KWI FACTOR (KW) 

Pay1 oad At tach  Equipment P 2 12 1 24 

MSC Charging Po in ts  M 2 10 .5 10 

Thrus ter  As sy RC 1 1* 1 1 
EVA Support E 1 1 1 1 
Propel 1 a n t  Pal 1 e t  PP 1 0.75 1 0.75 

F l u i d  P a l l e t  FP 1 0.75 1 0.75 

Cargo P a l l e t  CP 1 0.5 1 0.5 

~ * Est imate 

TOTAL 38 kW 
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TABLE 7.21-21 
PDCA LOAD SCHEDULE 

LOCATION - UBS (Upper boom starboard)  

MAX DEMAND MAX DEMAND 
LOAD ABB OTY PWR (KWI FACTOR (KWI 

Payl oad At tach  Equipment P 2.5 12 1 30 

MSC Charging Po in ts  M 2 10 .5  10 
EVA Support E 1 1 1 1 
GPS Antenna GPS 1 0.5* 1 0 .5  
Ku Antenna Ku 1 0.5* 1 0.5  
TDR Antenna TDR 1 0.5* 1 0 .5  

- 
TOTAL 42.5 kW - 

* Estimate 

TABLE 7.21-23 
PDCA LOAD SCHEDULE 

LOCATION - UBP (upper boom p o r t )  

MAX DEMAND MAX DEMAND 
LOAD ABB OTY PWR (KW1 FACTOR (KW 1 

Payl oad At tach  Equipment P 2.5 12 1 30 

MSC Charging Po in ts  M 2.5 10 . 4  10 
EVA Support E 1 1 1 1 

Ku Antenna Ku 2 0.5* 1 1 .o 
GPS Antenna GPS 1 0.5" 1 0.5 

* Est imate 
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TABLE 7.21 -3a 
MAX LOADING LOWER R I N G  

(LBP, LBS, LKP, LKS, TBS) 

MAX DEMAND MAX DEMAND 
LOAD ABB OTY PWR (KW) FACTOR (KW) 

Pay1 oad Attach Equipment P 11 12 1 121 

MSC Charging Points M 10.5 10 .09 10 
EVA Support E 5 1 . 2  1 
Thruster Assembly RC 2 1* 1 2 
Ku Antenna Ku 2 0.5* 1 1 
ATCS Pump Assembly PA 1 3* 1 3 

MSC Depot MD 1 7 1 7 

TOTAL 145 kW 

* Estimate 
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TABLE 7.21-3b 
MAX LOADING UPPER R I N G  

(UBP, UBS, UKP, UKS, TBP) 

MAX DEMAND MAX DEMAND 
LOAD ABB OTY PWR (KW) FACTOR (KWI 

Payload At tach  Equipment 
MSC Charging Po in ts  
OTV Accommodations 
EVA Support 
ATCS Pump Assembly 
A1 t i tude Contro l  Assembly 
OMV Accommodations 
Thrus ter  Assembly 
Serv i c ing  Faci 1 i t y  
Propel 1 ant  Pal 1 e t  
F l u i d  P a l l e t  
Cargo P a l l e t  
GPS Antenna 
Ku Antenna 
TDR Antenna 

P 
M 

OT 
E 
PA 

ACA 
OM 

RC 
S 
PP 
FP 
CP 

GPS 
Ku 

TDR 

9 
11 

6 
1 
1 

1 

1 
2 
2 
2 
2 
2 
2 
3 
1 

12 
10 

3 
1 
3* 
4* 

3 
1* 

15.25 
'0.75 
0.75 
0.50 
0.5* 
0.5* 
0.5* 

1 
.09 
1 

.17 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 
1 

TOTAL 

108 
10 

3 
1 
3 
4 

3 
2 

30.5 
1.5 
1.5 
1 .o 
1.0 
1.5 
0.5 

171.5 kW - - 

* Estimate 
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8.0 COST DRIVERS 

In order to determine EPS cost drivers for the previous submittal of DR02 
(June 30, 1986), the Rocketdyne life-cycle cost (LCC) model was run to identify 
the more significant costs and the factors contributing to them. At that time, 
the model was run using the following assumptions and ground rules. 

One station plus one platform 
Station power: 75 kW IOC, 300 kW growth 
Platform power: 8 kW IOC, 15 kW growth 
IOC station has 2-12.5 kW PV modules and 2-25 kW SD modules 
Station growth is by replication of SD modules 
Station and platform commonality for PV arrays and Ni-Hz batteries 
Beta joints are included 
PMAD frequency: 20 kHz station, 20 kHz platform 
User 1 oad converters are i ncl uded. 
All costs include estimates for subcontractor and contractor G&A and fee 

and other WBS items (management, SE&I, GSE, IACO, Test, Ops, Maint., . 
etc.) 

For this submittal, the primary changes made were: 

(1) Station reboost cost was omitted. 

(2) Costs were estimated for the latest PMAD architecture (including 
20 kHz equipment on both the station and platform) and include user 
1 oad converters. 

The reason for omitting station reboost cost is that the station 
propulsion system now uses hydrogen-oxygen fuel, and the fuel source 
for reboost is already on the station (i.e., water). 
cost i s  for (1) the extra electrolysis units required to electrolyze 
water into hydrogen and oxygen and (2) the power to operate the 
units. An estimate showed these costs to be small, and they have not 
been included at this time since they do not significantly affect the 
cost drivers. 

The only reboost 

The only reboost cost included is for the platform. 
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8.1 RESULTS 

A detailed breakdown of cost distribution i s  provided in Table 8-1. I t  
shows costs as a percentage of t o t a l  LCC. 
obtained from th i s  table. 

The primary cost drivers can be 

The largest  cost driver i s  replacement hardware cost during 30-years of 
operations (36% of the total  LCC for station t platform). 
cost are: 

The factors i n  th i s  

Quantity o f  each ORU (orbital replacement unit) 
Mean time between replacement (MTBR) for each ORU 
Cost of each ORU (for hardware cost) 
Weight of each ORU ( for  launch cost) 

For  the station, launch costs are about 40% of the t o t a l  replacement 
hardware cost and are dependent on the orbital alt i tude.  

Shown below are: (1) the ORUs that are the primary contributors t o  replacement 
hardware costs, (2)  the contribution t o  the subsystem life-cycle cost ( L C C ) ,  
(3) the important cost factors. 

X CONTRIBUTION PRIMARY FACTORS THAT 
SUBSYSTEM ORU TO SUBSYSTEM LCC CONTRIBUTE TO COST 

PV MODULES SOLAR ARRAY WING 52% 

7 2% 
Ni -H2 Battery - 20% 

ORU COST 
ORU QTY,WEIGHT,MTBR 

SO MODULES CONCENTRATOR SURFACE 26% ORU COST & WEIGHT 
REC E I VERS/ PCU 14% ORU COST & WEIGHT 
RADIATOR PANEL - 39% ORU QTY & WEIGHT 

79% 

PMAD POWER DISTRIBUTION 
& CONTROL UNIT (PDCU) 89% ORU QUANTITY 
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On-orbit operations and maintenance is about 5% of the total LCC. Its 
primary factors are the MTBR for each ORU combined with the number o f  EVA and 
IVA hours and the cost of those hours. 
could make an appreciable difference in LCC. 

Any significant change to these factors 

While DDT&E is a large part o f  the IOC cost, it is only 20% of the total 
LCC. Here is the area where relatively minor expenditures could possibly lead 
to major cost savings in production and 30-year operations costs, especially if 
ORU cost and weight can be reduced or the mean time between replacement can be 
increased. 

For instance, an increase of 5 years in MTBR for PV arrays would reduce 
30-year replacement hardware costs by about 70 million dollars. Similarly, 
increasing battery MTBR by 5 years would save about 180 million dollars in 
tota l  LCC. 

Operations costs for 2-12.5 kW PV modules is approximately 20 million 
dollars per year compared to 5 million dollars ‘per year for a 25-kW SD module. 
The two PV modules could be replaced with one SD module for about 80 mi 1 1  ion 
dollars which could be recovered in operations cost savings in less than 6 
years. 

8.2 EVALUATION METHODOLOGY 

The cost assessment logic and information flow is shown in Figure 8-1. To 
accompl ish the cost assessment, worksheets and data tab1 es were completed. 
They assure that the evaluation i s  based on as much factual data as practical 
and provide a documented record of their bases. 

An electronic spreadsheet (LOTUS 1-2-3) has been used to generate and 
document the cost assessment data. The cost assessment spreadsheet contains 
several levels of worksheets and data files. Lower levels, such as the reboost 
cost calculations spreadsheet (see example Table 8-2), are used as inputs to 
upper level spreadsheets, such as the cost assessment worksheet (see example 
Table 8-3). 
in the cost summary worksheet, which is used to generate the LCC. 

The cost assessment worksheet information is, in turn, collected 
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8.2.1 Cost Assessment Worksheet 

The cost assessment worksheet (see example Table 8-3) and EPS life-cycle 
program data are used to calculate the EPS concept cost elements appearing in 
the cost summary. 
concept module, initial cost, growth cost, and annual costs. The PV and SD 
cost elements are multiplied by the number of modules to obtain the concept 
costs. Cost items such as DDT&E, initial spares, and ground support are not a 
function of the number of concept modules. There are other cost elements that 
do not grow as a function of number of modules, such as portions of PMAD. The 
cost assessment worksheet "pulls up data" from the operations, maintenance, and 
logistics (OML) worksheet, mass summary worksheet, and reboost cost 
calculations worksheet. Presently, the DDT&E, production, and initial spares 
cost data are directly inputted based on subcontractor data and PRICE-generated 
data. 

There are three groups of cost data listed for each defined 

8.2.2 Reboost Cost Calculations 

As discussed i n  Section 8.0, the reboost cost was calculated only for the 
platform since the station fuel is now hydrogen-oxygen and station reboost cost 
is not significant. 
surface area, surface orientation, reboost fuel specific impulse, and orbit 
altitude. 
drag coefficient and inversely proportional to reboost fuel specific impulse. 
The surface orientation and location determine the drag coefficient. For the 
same physical area, orientation and location can have a large impact on reboost 
cost. 

The factors that affect the reboost cost are physical 

The reboost cost is directly proportional to atmospheric density and 

The fuel launch cost and atmospheric density are functions of the orbit 
altitude. 
atmospheric density was used in the cost assessment. 
predicting the solar flux and geomagnetic index, which affect atmospheric 
density, could result in a large uncertainty in reboost cost. 
orbit altitude, drag type, and density selection number automatically enters 
the appropriate values from the menus into the spreadsheet calculations. 

A predicted mean value (over a 10-year period) of predicted 
The uncertainty in 

Selection o f  the 

The 
mum drag reboost fue 

coef f i ci ent 
specific impulse, module, physical areas, and max 

are entered directly. 
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8.2.3 ODeration. Maintenance. Loqistics IOML) Worksheets 

An OML worksheet is prepared for each EPS concept module. The OML 
worksheet calculates the ORU replacement hardware cost and its launch and 
maintenance costs for each ORU and totals them for the module based on the 
following inputs: (1) number of ORUs per module, (2) ORU unit cost, (3) ORU 
mass, (4) MTBR, (5) EVA and IVA maintenance times. The EVA and IVA times for 
module deployment are estimated providing EPS deployment cost data. The 
calculated data from the OML worksheet is collected in the OML worksheet 
-summary (see example Table 8-4). 

8.2.4 Mass Summarv Worksheet 

The mass summary worksheet lists masses by subsystem, assembly, and 
component (if avai 1 ab1 e) for each concept modul e and nonmodul ar el ement . 
data are used to calculate the EPS mass for input to the cost assessment 
worksheet (to calculate launch cost), to the OML worksheets, and to PRICE. 

These 

Table 8-5 is an example o f  the worksheet that summarizes the mass data. e 
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9.0 RECOMMENDED CHANGES TO REQUIREMENTS 

During the Phase B preliminary design of the Electrical Power System (EPS), 
Rocketdyne and NASA-LeRC have maintained close communication on all technical 
matters. Design requirements for the EPS have gone through several iterations 
as the preliminary design matured and Rocketdyne has continually reviewed each 
iteration and provided recommendations for changes as part of the on-going 
technical exchange. 

The recommended changes to requirements documented in Rocketdyne's previous 
DR-02 submittal could be categorized into two types; (1) requirements dealing 
with the general subject of platform and station solar array sizing; and (2) 
specific design requirements. All of the recommended changes to specific 
design requirements have since been incorporated into the current requirements 
document and will not be repeated in this OR-02 submittal. Only the solar 
array sizing criteria and currently outstanding recommendations will be 
discussed. 

9.1 SOLAR ARRAY SIZING CONSIDERATIONS 

The following two items are repeated from the 30 June 1986 DR-02 submittal 
because of their continuing impact on the base1 ine design configuration. 

9.1.1 Solar Arrav S i t i n q  

The Power System Definition and Requirements Document specifies that the 
station solar array wing size be determined by the polar platform sizing 
requirements. This requirement results in a non-optimized station design, with 
each station PV power module capable of providing only 11.75 kwe net to the 
user interface under the requ'ired sizing criteria. The SD power modules must 
therefore be sized to provide 25.75 kwe net each to meet the total station 
requirement of 75 kwe. 
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While these sizes can be considered to meet the requirement of a nominal 
25/50 power split, several other requirements are affected and must be 
considered: 

1) Man-tended station would be 23.5 kwe, not 25 kwe as specified, 

2) Failure tolerance for the station would be 75/49.25/23.5/0, not 
75/50/25/0 as speci f i ed, 

3) Power needs during station buildup and assembly should be 
carefully considered since less PV power would be available, and 

4)  Packaging of SO modules in the orbiter would become more 
difficult due to their larger size. 

Therefore, sizing of the station PV output for the full 25 kwe, and 
accepting a s l i g h t  mass penal ty  on the platform, is recommended for 
cons i derat i on. 

This requirement, related to the discussion in section 9.1.1, specifies 
The impacts that identical solar arrays be used on the station and platform. 

o f  imposing this requirement are discussed in section 9.1.1. Although 
Rocketdyne recognizes and supports the importance of commonal i ty, we recommend 
that consideration in this case be given to having arrays with ‘identical cells, 
panels, mast assemblies, container assemblies etc., but having a different 
number of panels on the platform and station solar array wings. This would 
retain most o f  the cost benefits attributable to commonality, while allowing 
the optimum power output to be chosen independently for the platform and 
station. 
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I 9.2 EPS DESIGN REQUIREMENTS 

The following recommended requirements changes are based on the latest 
marked-up requirements document received by Rocketdyne on 10 September 1986. 
Recommended changes to this document have been formally transmitted to 
NASA-LeRC in several letters and are summarized below. 

9.2.1 Station Altitude (Paragraph 1.l.lB) 

The current EPS design is based on a station altitude range o f  180-250 
nmi. Operation at any altitude outside of this range would require resizing of 
EPS components to meet performance requirements. 

9.2.2 Peakinq (Paragraph 1.2.1.2) 

The peaking requirements, as currently stated, leave several questions 
unanswered which could impact the EPS design. 
additional clarification of these requirements include answers to the following 
quest i ons . 

It i s  recommended that 

- 
- Can there be more than two peaks per orbit? 

Will there be prior knowledge o f  peaking, size o f  peak, duration 
of peak, etc.? 
Will there be knowledge of peak before start o f  peaking orbit? - 

9.2.3 m y  (Paragraph 1.2.1.3A) 

It i s  recommended that the period of time allowable before return to full 
power after a contingency period be stated. We suggest one orbit with an 
interim requirement of contingency-level power. This will .allow time for 
restart o f  the SO modules and recharging o f  the batteries after the contingency 
is over. 
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9.2 .4  PMAO ComDonent Cool i nq (Paragraph 1.6.1C) 

It is recommendeded that the PMAO component cooling requirements be 
clarified such that PV source PMAD which i s  attached to the battery cold plate 
in the PV equipment box have the same thermal limits as required by the 
battery. 

9.2.5 Battery ORU Definitioq (Paragraph 2.2.2H) 

It is recommended that the battery ORU definition be modified to state that 
each battery "assembly" constitutes an ORU. This would be consistent with 
Rocketdyne's definition which i s  that 23 cells constitute a battery assembly 
and four battery assemblies constitute a battery. 

9.2.6 concentrator Ootical Reauirements (Paragraph 2.3.1E) 

It is recommended that the concentrator optical specular reflectance 
requirement be modified by the addition of "due to atomic oxygen degradation". 
This would remove from the requirement the possible effects of contamination 
beyond our control. 

.'. 
9.2.7 c G  (Paragraph 2.3.3.1C) 

To reflect the current design, the turbine inlet temperature should be 
changed to a nominal operating range of 1370 - 145OOF. 

9 .2 .8  Rice - Lundell Alternator Outwts (Paragraphs 2.3.3.10, 2.3.3.20) 

To reflect the current design, the Rice-Lundell alternator outputs for the 
CBC and ORC power conversion units should be changed to 208 VAC, 3 phase, 1067 
Hz and 
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208 VAC, 3 phase, 1296 H t  respectively. 

9.2.9 CBC Alternator  Cooling (Paragraph  2.3.3.1E) 

To re f lec t  current design, the alternator cooling should be accomplished by 
the working f luid and l i q u i d  coolant. 

9.2.10 ORC Reauirements (Paragraph 2.3.3.2G) 

For consistent terminology i t  i s  recommended t h a t  "recuperator" be changed 
t o  "regenerator". 

9.2.11 PMAD Source Architecture (Paragraph 2.4.1C) 

To c lar i fy  t h i s  requirement, i t  i s  recommended that  i t  be changed t o  read 
"Frequency converters and inverters are capable of being operated ei ther  i n  a 

,@ 
para1 1 el o r  non-para11 el mode". 

I \  

9.2.12 PMAD Bus and POCU Sizing (Paragraphs 2.4.28, 2.4.38, 2 .4 .5C)  

I t  i s  recommended t h a t  the bus sizes and PDCU capacity specified i n  these 
paragraphs n o t  be specified until the maximum demand loads  are determined, and 
TBD be substituted a t  the present time. 
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